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## Abstract

The present thesis considers the modelling of gas mixtures via a kinetic description. Fundamentals about the Boltzmann equation for gas mixtures and the BGK approximation are presented. Especially, issues in extending these models to gas mixtures are discussed. A non-reactive two component gas mixture is considered. The two species mixture is modelled by a system of kinetic BGK equations featuring two interaction terms to account for momentum and energy transfer between the two species. The model presented here contains several models from physicists and engineers as special cases. Consistency of this model is proven: conservation properties, positivity of all temperatures and the H-theorem. The form in global equilibrium as Maxwell distributions is specified. Moreover, the usual macroscopic conservation laws can be derived.

In the literature, there is another type of BGK model for gas mixtures developed by Andries, Aoki and Perthame, which contains only one interaction term. In this thesis, the advantages of these two types of models are discussed and the usefulness of the model presented here is shown by using this model to determine an unknown function in the energy exchange of the macroscopic equations for gas mixtures described in the literature by Dellacherie. In addition, for each of the two models existence and uniqueness of mild solutions is shown. Moreover, positivity of classical solutions is proven.

Then, the model presented here is applied to three physical applications: a plasma consisting of ions and electrons, a gas mixture which deviates from equilibrium and a gas mixture consisting of polyatomic molecules.

First, the model is extended to a model for charged particles. Then, the equations of magnetohydrodynamics are derived from this model. Next, we want to apply this extended model to a mixture of ions and electrons in a special physical constellation which can be found for example in a Tokamak. The mixture is partly in equilibrium in some regions, in some regions it deviates from equilibrium. The model presented in this thesis is taken for this purpose, since it has the advantage to separate the intra and interspecies interactions. Then, a new model based on a micro-macro decomposition is proposed in order to capture the physical regime of being partly in equilibrium, partly not. Theoretical results are presented, convergence rates to equilibrium in the space-homogeneous case and the Landau damping for mixtures, in order to compare it with numerical results.

Second, the model presented here is applied to a gas mixture which deviates from equilibrium such that it is described by Navier-Stokes equations on the macroscopic level. In this macroscopic description it is expected that four physical coefficients will show up, characterizing the physical behaviour of the gases, namely the diffusion coefficient, the viscosity coefficient, the heat conductivity and the thermal diffusion parameter. A Chapman-Enskog expansion of the model presented here is performed in order to capture three of these four physical coefficients. In addition, several
possible extensions to an ellipsoidal statistical model for gas mixtures are proposed in order to capture the fourth coefficient. Three extensions are proposed: An extension which is as simple as possible, an intuitive extension copying the one species case and an extension which takes into account the physical motivation of the physicist Holway who invented the ellipsoidal statistical model for one species. Consistency of the extended models like conservation properties, positivity of all temperatures and the H-theorem are proven. The shape of global Maxwell distributions in equilibrium are specified.

Third, the model presented here is applied to polyatomic molecules. A multi component gas mixture with translational and internal energy degrees of freedom is considered. The two species are allowed to have different degrees of freedom in internal energy and are modelled by a system of kinetic ellipsoidal statistical equations. Consistency of this model is shown: conservation properties, positivity of the temperature, H -theorem and the form of Maxwell distributions in equilibrium. For numerical purposes the Chu reduction is applied to the developed model for polyatomic gases to reduce the complexity of the model and an application for a gas consisting of a mono-atomic and a diatomic gas is given.

Last, the limit from the model presented here to the dissipative Euler equations for gas mixtures is proven.
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## Introduction

In 1872, the physicist Boltzmann developed a partial differential equation which describes the time evolution of a density distribution of particles in a rarefied monoatomic gas of one species. This partial differential equation is called Boltzmann equation. The physical theory based on this equation is called kinetic theory and models phenomena in the statistical physics. The kinetic theory was developed among other physicists by Cercignani, Maxwell, Chapman, Cowling, Esposito and Pulvirenti, see for example [24, 26, 39]. The properties of the Boltzmann equation namely conservation properties of mass, momentum and energy were considered more rigorously for example by Golse [47] or Villani [83]. There are a lot of articles dealing with the existence of solutions to the Boltzmann equation, see for example [4, 36, 37, 45].

In 1954, Bathnagar, Gross and Krook [16] proposed a simplified model with the same main properties as the Boltzmann equation for one species. It is called BGK model and is less complicated than the full Boltzmann equation. Moreover, it leads to efficient numerical simulations, see for example [13, 34, 35, 41, 72]. In 1989, Perthame proved existence of global solutions to the BGK equation for one species in [69] and in 1993, Perthame and Pulvirenti established the existence and uniqueness of mild solutions on a bounded domain in space with periodic boundary conditions in [70].

Several physicists and engineers developed extensions of the BGK model for one species to a BGK model for gas mixtures, for example Gross and Krook [49], Hamel [51], Garzo, Santos and Brey [43], Sofonea and Sekerka [79] and Asinari [6]. All this models have one thing in common. The interactions are described by a sum of relaxation operators, one for interactions of a species with itself and one for the interaction of a species with the other one. In 2002, Andries, Aoki and Perthame proposed a BGK model for gas mixtures [1] with only one relaxation operator describing all interactions in one relaxation operator. For this model they proved consistency: conservation properties, positivity of all temperatures and the Htheorem. Then, this model was used by several applied mathematicians for example in $[22,48,18]$.

There are three main applications where a gas mixture is modelled via a BGK approach for gas mixtures. One main application is the physical regime of a plasma, a mixture of ions and electrons. Here, the BGK equation was extended to the VlasovBGK equation which has an additional force term taking into account the magnetic and the electric fields generated by the charged particles [80]. In [75] the existence of mild solutions for one species is established using estimates from [82]. Moreover, in the collision less limit Landau discovered a damping property of the Vlasov equation called Landau damping [63]. This was made more rigorous by Villani in [84] and is now often used as a test case in numeric simulations concerning a plasma. One specific application of a plasma is fusion in a Tokamak. In this case, the plasma is in
equilibrium near the wall of the chamber of a fusion reactor, in the core plasma it is not. For this regime, a micro-macro decomposition is used in the literature, see [12, 28, 30].

Another application is to describe a gas which deviates from equilibrium such that it is described by the Navier-Stokes equations on the macroscopic level. In this case, it turns out that the BGK model is not an accurate description. Therefore, Holway suggested a correction called ellipsoidal statistical model for one species (ES-BGK model) in [54] in 1966. It is based on a physical theory called persistence of velocities discovered by Jeans [55] in 1904. In [3], Andries and Perthame proved that this model satisfies an H-theorem. In [21], Brull showed that this model is linked to a minimization problem and Yun established existence and uniqueness of mild solutions in [87].

The last main application is the modelling of polyatomic molecules. A lot of models are proposed by physicists [76, 68, 54]. Andries, LeTallec, Perlat and Perthame proved the H-theorem of one suggestion in [54] for one species in [2]. An alternative model for one species was suggested by Bernard, Iollo and Puppo in [14]. A further attempt in the area of polyatomic molecules is to take into account chemical reactions, see for example [18].

Another recent area of research is to prove rigorously limits from kinetic to macroscopic equations in the case of one species, see [46, 47, 78, 77].

The outline of this thesis is the following. In chapter 1 , we introduce all fundamental things like the Boltzmann equation, link of the distribution function to macroscopic quantities and the BGK approximation. In chapter 2 , we present a model for a gas mixture which contains well-known models from physicists and engineers as special cases and prove consistency of this model, meaning conservation properties, positivity of all temperatures and the H-theorem. In chapter 3, we illustrate the usefulness of the model presented in chapter 2 by using it to determine an unknown function in the energy exchange in a macroscopic model of Dellacherie [32]. In chapter 4 , we prove existence, uniqueness and positivity of mild solutions for the model presented in chapter 2 and for the other type of model for gas mixtures [1]. In chapter 5, we extend the model presented in chapter 2 to charged particles. In chapter 6 , we use this extended model to model a gas mixture consisting of ions and electrons. We perform a micro-macro decomposition and establish theoretical estimates such that one can perform a simulation for a plasma and compare it with these theoretical results. In chapter 7, we extend the model from chapter 2 to an ES-BGK model for gas mixtures and perform a Chapman-Enskog expansion in order to see that we can capture the right hydrodynamic regime on the level of the Navier-Stokes equations. In chapter 8 , we extend the model presented in chapter 2 to polyatomic molecules. In chapter 9 , we prove convergence of the model presented in chapter 2 to the incompressible Euler equations for gas mixtures.

## Chapter 1

## Fundamentals

In this chapter we give a brief introduction into the fundamental differential equation in the kinetic theory of gases, the Boltzmann equation. Section 1.1 deals with the mathematical foundation of the Boltzmann equation, the homogeneous transport equation. In section 1.2 we give an introduction into the basic physical treatment of a gas, Newton's laws of motion. In section 1.3 we give a brief introduction into the Boltzmann equation itself whereas section 1.4 deals with a well-known approximation of the Boltzmann equation, the BGK equation.

### 1.1 The transport equation and characteristic curves

In this section we consider the homogeneous transport equation. Literature on the homogeneous transport equation and characteristic curves can be found for example in chapter 1.2 of Evans [40] or in chapter 1.3 and 1.4 of John [57]. The homogeneous transport equation is given by

$$
\begin{align*}
\partial_{t} f^{h o m}+b \cdot \nabla_{x} f^{h o m}+c \cdot \nabla_{v} f^{h o m} & =0 \text { in } \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+},  \tag{1.1}\\
f^{h o m}(x, v, 0) & =f^{h o m, 0}(x, v),
\end{align*}
$$

where $b, c: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}^{3}$ are given functions, $b=b(x, v, t), c=c(x, v, t)$, the function $f^{h o m}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is the unknown, $f^{h o m}=f^{h o m}(x, v, t)$ and $f^{\text {hom, } 0}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ the initial value. Here $(x, v) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ denotes a point in the position-velocity space called phase space and $t \geq 0$ denotes the time.

For later purposes, we want to introduce an approach how to construct solutions to (1.1). The idea is to reduce the problem of finding a solution to a partial differential equation to a problem of finding a solution to a system of ordinary differential equations. This approach is described in the following. We can show that any classical solution to (1.1) is constant along certain curves in the $t$ - $(x, v)$-space. Let $\gamma:[0,1] \rightarrow \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+}, s \mapsto \gamma(s)=(v(s), x(s), t(s))$ be a smooth parametrisation of a curve in $\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+}$. Now, consider the function $z(s)=f^{h o m}(x(s), v(s), t(s))$. Then the derivative of $z$ with respect to $s$ is given by

$$
\begin{align*}
\frac{d}{d s} z(s)=\frac{d t(s)}{d s} \partial_{t} f^{h o m}(x(s), v(s), t(s)) & +\frac{d x(s)}{d s} \cdot \nabla_{x} f^{h o m}(x(s), v(s), t(s))  \tag{1.2}\\
& +\frac{d v(s)}{d s} \cdot \nabla_{v} f^{h o m}(x(s), v(s), t(s)) .
\end{align*}
$$

## 1 Fundamentals

Comparing (1.2) with (1.1), we see that $f^{h o m}$ is constant along the curve parametrized by $\gamma$, if $\gamma$ satisfies the following system of ordinary differential equations

$$
\begin{align*}
\frac{d t(s)}{d s} & =1 \\
\frac{d x(s)}{d s} & =b(x(s), v(s), t(s))  \tag{1.3}\\
\frac{d v(s)}{d s} & =c(x(s), v(s), t(s))
\end{align*}
$$

So we reduced the problem (1.1) to a system of ordinary differential equations by introducing this specific curve $\gamma$.

Definition 1.1.1. The curve $\gamma$, on which the solution of the partial differential equation (1.1) is constant, is called a characteristic curve or characteristic line, and the corresponding ordinary differential equations are called characteristic equations.

If we can solve the characteristic equations, we can solve (1.1) for $f^{h o m}$ by going back to the initial data along the characteristic line, which has the same value there, since we showed that the solution is constant along characteristic lines. We illustrate this in the following example.

Example 1.1.1. Let $b(x, v, t)=v$ and $c(x, v, t)=0$ in (1.1). In this case, we can solve the characteristic equations (1.3) and obtain

$$
\begin{equation*}
t(s)=s+t_{0}, x(s)=v s+x_{0}, v(s)=v_{0} \tag{1.4}
\end{equation*}
$$

for some $t_{0} \geq 0, x_{0}, v_{0} \in \mathbb{R}^{3}$. Since our initial data on $f^{h o m}$ is given at time $t=0$, we choose $t_{0}=0$. The solution is unique since in this case the right-hand side of (1.3) is Lipschitz continuous in ( $x, v$ ) and continuous in the variables $(x, v, t)$. This guarantees that the solution is unique according to the theorem of Picard-Lindelöf, see for example theorem 16.1 in volume 1 of [33]. Since we know that the solution of (1.1) is constant along the characteristic lines, we can solve the equation for a given initial data $f^{h o m}(x, v, 0)=f^{h o m, 0}(x, v)$. The solution $f^{h o m}$ is equal to the function $z$ if we choose $s=t$, so $f^{h o m}(x, v, t)=z(t)$. The function $z$ is constant along characteristic lines, therefore $z(t)=z(0)$ along solutions to (1.4). By the definition of $z, z(0)$ is nothing else than the function $f^{h o m}$ evaluated at $\left(x_{0}, v_{0}, 0\right)$, so $z(0)=f^{\text {hom }}\left(x_{0}, v_{0}, 0\right)$. Now, we can invert the equations (1.4) for $\left(x_{0}, v_{0}\right)$ and write $\left(x_{0}, v_{0}\right)$ in terms of $(x, v)$. All in all, we obtain

$$
f^{h o m}(x, v, t)=f^{h o m, 0}(x-v t, v)
$$

which is a solution to the initial value problem (1.1).

### 1.2 Newton's fundamental laws of motion

We consider a gas consisting of particles. According to physical axioms, the time evolution of the individual particles is described by the fundamental laws of Newton.

In this section we introduce these two fundamental laws and apply them to a situation in which the gas particles are modelled as balls and can collide with each other. Note, that parts of the following are also mentioned in my Bachelor thesis [73].

### 1.2.1 Newton's equations and Newton's third law

We assume that our gas consisting of one species of particles can be modelled as a collection of $N$ identical particles with masses $m$ interacting via a force. We number the particles by the index $s \in\{1, \ldots, N\}$. The state of each particle is described by their positions of the centre $x_{s} \in \mathbb{R}^{3}$ and their velocities $v_{s} \in \mathbb{R}^{3}$ at any time $t \in \mathbb{R}_{0}^{+}$ for $s=1, \ldots, N$. Consider a particle with position $x_{s}^{0} \in \mathbb{R}^{3}$ and velocity $v_{s}^{0} \in \mathbb{R}^{3}$ at a time $t_{0} \in \mathbb{R}_{0}^{+}$. Then, it is an axiom of the classical mechanics that the time evolution of the position $x_{s}(t)$ and the velocity $v_{s}(t)$ for $t \geq t_{0}$ is given by the following system of ordinary differential equations called Newton's equations:

Axiom 1.2.1 (Newton's equations). Let $x_{s}^{0} \in \mathbb{R}^{3}$ and $v_{s}^{0} \in \mathbb{R}^{3}$ be the position and the velocity of a particle $s \in\{1, \ldots, N\}$ at a time $t_{0} \in \mathbb{R}_{0}^{+}$. Then the time evolution of the position $x_{s}(t)$ and the velocity $v_{s}(t)$ of this particle are determined by Newton's equations given by

$$
\begin{align*}
\frac{d}{d t} x_{s}(t) & =v_{s}(t) \\
m \frac{d}{d t} v_{s}(t) & =\sum_{\substack{j=1 \\
j \neq s}}^{N} F_{s, i n t, j}\left(x_{s}(t), v_{s}(t), x_{j}(t), v_{j}(t), t\right)+F_{\text {ext }}\left(x_{s}(t), v_{s}(t), t\right)  \tag{1.5}\\
x_{s}\left(t_{0}\right) & =x_{s}^{0}, v_{s}\left(t_{0}\right)=v_{s}^{0}
\end{align*}
$$

for all $t>t_{0}$, where $\sum_{\substack{j=1 \\ j \neq s}}^{N} F_{s, i n t, j}\left(x_{s}(t), v_{s}(t), x_{j}(t), v_{j}(t), t\right)+F_{\text {ext }}\left(x_{s}(t), v_{s}(t), t\right)$ denotes the force on the particle $s$ and can be split into an external force $F_{\text {ext }}\left(x_{s}(t), v_{s}(t), t\right)$ and a force describing the interactions with the other particles

$$
\sum_{\substack{j=1 \\ j \neq s}}^{N} F_{s, i n t, j}\left(x_{s}(t), v_{s}(t), x_{j}(t), v_{j}(t), t\right)
$$

The meaning of the equations is the following. If the particle $s$ has a velocity $v_{s}$, the position $x_{s}$ of the particle $s$ will change in time. And if a force is acting on this particle $s$, the velocity $v_{s}$ will change in time.

In addition, there is another law of Newton concerning the forces in an interaction of two particles. It states the following:

Axiom 1.2.2 (Newton's third law). If a particle exerts a force on another particle, the other particle always inserts a force on the first particle with the same absolute value in the opposite direction.

## 1 Fundamentals

### 1.2.2 Conservation laws and elastic interactions

From the dynamic of Newton's laws one can deduce some fundamental physical properties, the conservation of momentum and energy in interactions. This properties allow to determine the velocities of two particles after an interaction knowing the velocities before an interaction in the case of particles interacting via elastic interactions. We start with the conservation of momentum.

Consequence 1.2.1 (Conservation of momentum). Let $m_{1}, m_{2}$ be the masses, $x_{1}(t)$, $x_{2}(t)$ the positions and $v_{1}(t), v_{2}(t)$ the velocities determined by Newton's laws (1.5) of two particles. Assume that $F_{e x t}=0$. Then, under the hypothesis of axiom 1.2.2, we have

$$
m_{1} v_{1}(t)+m_{2} v_{2}(t)=\text { const }
$$

for all $t \in I$ where $I \subset\left[t_{0}, \infty\right)$ is an interval where the two particles do not interact with the other $N-2$ particles.

Proof. If $F_{\text {ext }}=0$, Newton's equations are given by

$$
\begin{align*}
& m_{1} \frac{d}{d t} v_{1}(t)=F_{1, i n t, 2}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right),  \tag{1.6}\\
& m_{2} \frac{d}{d t} v_{2}(t)=F_{2, i n t, 1}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right) \tag{1.7}
\end{align*}
$$

Under the hypothesis of axiom 1.2.2, we have

$$
F_{1, i n t, 2}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right)=-F_{2, i n t, 1}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right)
$$

for all $t \in I$. If we then add (1.6) and (1.7) and integrate with respect to $t$, this leads to

$$
m_{1} v_{1}(t)+m_{2} v_{2}(t)=\text { const } \quad \text { for all } \quad t \in I
$$

Another consequence from Newton's laws is the conservation of energy.
Consequence 1.2.2 (Conservation of energy). Let $m_{1}, m_{2}$ be the masses, $x_{1}(t), x_{2}(t)$ the positions and $v_{1}(t), v_{2}(t)$ the velocities determined by Newton's laws (1.5) of two particles. Assume that $F_{\text {ext }}=0$; and that $F_{1, \text { int }, 2}$ depends only on $x_{1}(t)-x_{2}(t)$, and assume that there exists a function $\Phi(x)$ such that $F_{1, i n t, 2}=-\nabla_{x} \Phi$. Then, under the hypothesis of axiom 1.2.2, we have

$$
\frac{1}{2} m_{1}\left|v_{1}(t)\right|^{2}+\frac{1}{2} m_{2}\left|v_{2}(t)\right|^{2}+\Phi=\text { const }
$$

for all $t \in I$ where $I \subset\left[t_{0}, \infty\right)$ is an interval where the two particles do not interact with the other $N-2$ particles.

Proof. If $F_{\text {ext }}=0$ and under the assumption that $F_{1, i n t, 2}$ depends only on $x_{1}(t)-$ $x_{2}(t)$, Newton's equations are given by

$$
\begin{align*}
m_{1} \frac{d}{d t} v_{1}(t) & =F_{1, i n t, 2}\left(x_{1}(t)-x_{2}(t)\right)  \tag{1.8}\\
m_{2} \frac{d}{d t} v_{2}(t) & =F_{2, \text { int }, 1}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right) \tag{1.9}
\end{align*}
$$

Under the hypothesis of axiom 1.2.2, we have

$$
F_{1, i n t, 2}\left(x_{1}(t)-x_{2}(t)\right)=-F_{2, i n t, 1}\left(x_{1}(t), v_{1}(t), x_{2}(t), v_{2}(t), t\right) \quad \text { for all } \quad t \in I .
$$

We multiply (1.8) by $v_{1}(t)$, (1.9) by $v_{2}(t)$ and add them. Under the assumption that $F_{1, i n t, 2}$ can be written as minus a gradient of a potential $\Phi$, we obtain

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2}\left(m_{1}\left|v_{1}(t)\right|^{2}+m_{2}\left|v_{2}(t)\right|^{2}\right)\right. & =F_{1, \text { int }, 2}\left(x_{1}(t)-x_{2}(t)\right) \cdot\left(v_{1}(t)-v_{2}(t)\right) \\
& =-\nabla_{x} \Phi\left(x_{1}(t)-x_{2}(t)\right) \cdot\left(v_{1}(t)-v_{2}(t)\right) \\
& =-\frac{d}{d t} \Phi\left(x_{1}(t)-x_{2}(t)\right) \quad \text { for all } \quad t \in I
\end{aligned}
$$

The last equality follows by chain rule and the first equation in Newton's equations (1.6). If we integrate the obtained equation with respect to $t$ from $t_{0}$ to $t$ we obtain the result.

In consequence 1.2.2 we assumed the existence of a scalar potential $\Phi$ such that we can write $F_{1, i n t, 2}$ as minus the gradient of the scalar function $\Phi$. The physical meaning of this is the following. Let $\tilde{\gamma}:[0,1] \rightarrow \Gamma \subset \mathbb{R}^{3}$ be a smooth parametrization of a curve in $\mathbb{R}^{3}$ and $F: \Gamma \rightarrow \mathbb{R}^{3}$ be a smooth vector field representing the force exerting on a particle which moves along $\Gamma$. Then the physical work of this particle is defined by

$$
\int_{\tilde{\gamma}} F \cdot d s=\int_{0}^{1} F(\tilde{\gamma}(t)) \tilde{\gamma}^{\prime}(t) d t .
$$

One can prove the following lemma.
Lemma 1.2.3. Let $\Omega \subset \mathbb{R}^{3}$ be an open and connected subset and $F$ be a smooth force field on $\Omega$. Then we have: It exists a smooth function $\Phi$ such that $F=-\nabla_{x} \Phi$ in $\Omega$ if and only if $F$ is independent of the path, that means

$$
\int_{\Gamma_{1}} F \cdot d s=\int_{\Gamma_{2}} F \cdot d s
$$

for all curves $\Gamma_{1}, \Gamma_{2}$ in $\Omega$ which coincide in the start and end points.
The proof is given in theorem 13.50 in volume 1 of [33]. This lemma has the following physical consequence. The work which is needed to move a particle in this field $F$ is independent of the path. That means the energy of the particle is conserved in a closed path, it neither gains nor loses energy there.

We conclude with the last consequence from Newton's laws which is the conservation of angular momentum.

## 1 Fundamentals

Consequence 1.2.4 (Conservation of angular momentum). Let $\tilde{b} \in \mathbb{R}^{3}$ be a fixed point in space. Let $m_{1}, m_{2}$ be the masses, $x_{1}(t), x_{2}(t)$ the positions and $v_{1}(t), v_{2}(t)$ the velocities determined by Newton's laws (1.5) of two particles. Assume that $F_{\text {ext }}=0$, $F_{1, \text { int }, 2}$ is parallel to $x_{1}(t)-\tilde{b}$ and $F_{2, i n t, 1}$ is parallel to $x_{2}(t)-\tilde{b}$. Then, under the hypothesis of axiom 1.2.2, we have

$$
m_{k}\left(x_{k}(t)-\tilde{b}\right) \times v_{k}(t)=c \quad \text { for } \quad k=1,2, \quad \text { and a constant } \quad c \in \mathbb{R},
$$

and for all $t \in I$ where $I \subset\left[t_{0}, \infty\right)$ is an interval where the two particles do not interact with the other $N-2$ particles. Furthermore, the map $c(\tilde{b})$ is continuous in $\tilde{b}$.

Proof. If we use the product rule for a cross product and Newton's equations (1.5) for $F_{e x t}=0$, we obtain

$$
\begin{aligned}
\frac{d}{d t}\left[m_{k}\left(x_{k}(t)-\tilde{b}\right) \times v_{k}(t)\right] & =m_{k}\left(x_{k}(t)-\tilde{b}\right) \times \frac{d}{d t} v_{k}(t) \\
& =\left(x_{k}(t)-\tilde{b}\right) \times F_{k, i n t, j}\left(x_{k}(t), v_{k}(t), x_{j}(t), v_{j}(t), t\right)=0
\end{aligned}
$$

for all $k, j=1,2, k \neq j$ and for all $t \in I$. The last equality is satisfied since we assumed that $F_{1, i n t, 2}$ is parallel to $x_{1}(t)-\tilde{b}$ and $F_{2, i n t, 1}$ is parallel to $x_{2}(t)-\tilde{b}$. This shows the first statement. It remains to prove that the map $c(\tilde{b})$ is continuous in $\tilde{b}$. Let $\tilde{b}_{1}, \tilde{b}_{2} \in \mathbb{R}^{3}$ be arbitrary. Then we have
$\left|c\left(\tilde{b}_{1}\right)-c\left(\tilde{b}_{2}\right)\right|=\left|m_{k}\left(x_{k}-\tilde{b}_{1}\right) \times v_{k}-m\left(x_{k}-\tilde{b}_{2}\right) \times v_{k}\right|=\left|m\left(\tilde{b}_{2}-\tilde{b}_{1}\right) \times v_{k}\right| \leq m\left|v_{k}\right|\left|\tilde{b}_{2}-\tilde{b}_{1}\right|$.
Therefore $c(\tilde{b})$ is Lipschitz continuous in $\tilde{b}$, especially continuous.
The physical meaning is the following. In the proof of the next corollary, we will see that the conservation of angular momentum means that the particles always stay in the same plane.

In the rest of this section we want to apply the conservation laws to a specific physical example. We now want to apply the conservation laws in order to determine the velocities of the particles after the interaction depending on the velocities before the interaction.

Corollary 1.2.5 (Velocities after an interaction). Let $m_{1}, m_{2}$ be the masses of two particles. Let $v_{1}, v_{2}$ be two velocities before a collision of the two particles. Assume that $F_{\text {ext }}=0, F_{1, i n t, 2}$ depends only on $x_{1}(t)-x_{2}(t)$ and is parallel to $x_{1}(t)-x_{2}(t)$ and $F_{2, \text { int }, 1}$ is parallel to $x_{2}(t)-x_{1}(t)$, and that during the interaction the two particles do not interact with the other $N-2$ particles. We assume that we can write the force $F_{1, \text { int }, 2}$ as minus a gradient of a scalar potential $\Phi$ with compact support. Let $\omega$ be the unit vector along the line with the minimal distance of the two particles during the interaction in the direction of particle 2, see figure 1.1. Then under the hypothesis of axiom 1.2.2, we can derive the following conservation laws during a collision

$$
\begin{align*}
m_{1} v_{1}+m_{2} v_{2} & =m_{1} v_{1}^{\prime}+m_{2} v_{2}^{\prime},  \tag{1.10}\\
m_{1}\left|v_{1}\right|^{2}+m_{2}\left|v_{2}\right|^{2} & =m_{1}\left|v_{1}^{\prime}\right|^{2}+m_{2}\left|v_{2}^{\prime}\right|^{2},
\end{align*}
$$

and the velocities of the two particles $v_{1}^{\prime}, v_{2}^{\prime}$ after the interaction are given by

$$
\begin{aligned}
v_{1}^{\prime} & =v_{1}-\frac{2 m_{2}}{m_{1}+m_{2}} \omega\left[\left(v_{1}-v_{2}\right) \cdot \omega\right] \\
v_{2}^{\prime} & =v_{2}+\frac{2 m_{1}}{m_{1}+m_{2}} \omega\left[\left(v_{1}-v_{2}\right) \cdot \omega\right]
\end{aligned}
$$

provided that the particles change its velocities instantaneously in time into $v_{1}^{\prime}, v_{2}^{\prime}$ during the interaction at the time $t^{*}$ when the two particles have their minimal distance during the interaction. Then $\omega$ can be written as $\omega=\frac{x_{1}\left(t^{*}\right)-x_{2}\left(t^{*}\right)}{\left|x_{1}\left(t^{*}\right)-x_{2}\left(t^{*}\right)\right|}$.
Proof. Since $F_{1, \text { int,2 }}$ is parallel to $x_{1}\left(t^{*}-\varepsilon\right)-x_{2}\left(t^{*}-\varepsilon\right)$ at time $t^{*}-\varepsilon$ and $F_{1, i n t, 2}$ is parallel to $x_{1}\left(t^{*}+\varepsilon\right)-x_{2}\left(t^{*}+\varepsilon\right)$ at time $t^{*}+\varepsilon$, we have

$$
\begin{aligned}
& m_{1}\left(x_{1}\left(t^{*}-\varepsilon\right)-x_{2}\left(t^{*}-\varepsilon\right)\right) \times v_{1}\left(t^{*}-\varepsilon\right)=c\left(x_{2}\left(t^{*}-\varepsilon\right)\right), \\
& m_{1}\left(x_{1}\left(t^{*}+\varepsilon\right)-x_{2}\left(t^{*}+\varepsilon\right)\right) \times v_{1}^{\prime}\left(t^{*}+\varepsilon\right)=c\left(x_{2}\left(t^{*}+\varepsilon\right)\right),
\end{aligned}
$$

according to consequence 1.2 .4 with $\tilde{b}=x_{2}\left(t^{*}-\varepsilon\right)$ and $\tilde{b}=x_{2}\left(t^{*}+\varepsilon\right)$, respectively, where $\varepsilon$ denotes a positive constant such that $\left[t^{*}-\varepsilon, t^{*}+\varepsilon\right] \subset I$ where $I \subset\left[t_{0}, \infty\right)$ is an interval where the two particles do not interact with the other $N-2$ particles and outside the compact support of $\Phi$. Since $x_{1}, x_{2}, v_{1}, v_{1}^{\prime}$ are continuous as classical solutions and $c$ is continuous in $\tilde{b}$, we obtain in the limit $\varepsilon \rightarrow 0$

$$
m_{1}\left(x_{1}\left(t^{*}\right)-x_{2}\left(t^{*}\right)\right) \times v_{1}\left(t^{*}\right)=m_{1}\left(x_{1}\left(t^{*}\right)-x_{2}\left(t^{*}\right)\right) \times v_{1}^{\prime}\left(t^{*}\right),
$$

under the assumption that particle 1 changes its velocity $v_{1}$ instantaneously at $t^{*}$ into $v_{1}^{\prime}$; and $v_{1}$ and $v_{1}^{\prime}$ are assumed to go forwards and backwards, respectively, in time as there were no interaction at this point. This type of interaction is called localized in time. This means that $v_{1}^{\prime}\left(t^{*}\right)-v_{1}\left(t^{*}\right)$ is parallel to $\omega$. Therefore, there exists $\alpha \in \mathbb{R}$ such that

$$
v_{1}^{\prime}-v_{1}=\alpha \omega
$$

which is equivalent to

$$
\begin{equation*}
v_{1}^{\prime}=\alpha \omega+v_{1} . \tag{1.11}
\end{equation*}
$$

Here, and in the following, we will omit the argument $t^{*}$. Analogously, one obtains

$$
\begin{equation*}
v_{2}^{\prime}=\beta \omega+v_{2} \tag{1.12}
\end{equation*}
$$

choosing $\tilde{b}=x_{2}\left(t^{*} \pm \varepsilon\right)$ for some $\beta \in \mathbb{R}$. From consequence 1.2 .1 , we get

$$
m_{1} v_{1}^{\prime}+m_{2} v_{2}^{\prime}=m_{1} \alpha \omega+m_{1} v_{1}+m_{2} \beta \omega+m_{2} v_{2} \stackrel{!}{=} m_{1} v_{1}+m_{2} v_{2}
$$

This leads to $\alpha=-\frac{m_{2}}{m_{1}} \beta$. From conservation of energy (consequence 1.2.1), we obtain

$$
\begin{aligned}
m_{1}\left|v_{1}^{\prime}\right|^{2}+m_{2}\left|v_{2}^{\prime}\right|^{2} & =m_{1}\left|\alpha \omega+v_{1}\right|^{2}+m_{2}\left|-\frac{m_{1}}{m_{2}} \alpha \omega+v_{2}\right|^{2} \\
& =m_{1} \alpha^{2}+m_{1}\left|v_{1}\right|^{2}+2 m_{1} \alpha \omega \cdot v_{1}+m_{2}\left|v_{2}\right|^{2}+\frac{m_{1}^{2}}{m_{2}} \alpha^{2}-2 m_{1} \alpha \omega \cdot v_{2} \\
& \stackrel{!}{=} m_{1}\left|v_{1}\right|^{2}+m_{2}\left|v_{2}\right|^{2}
\end{aligned}
$$

## 1 Fundamentals

This leads to

$$
\alpha m_{1}\left(\alpha+2 \omega \cdot v_{1}+\frac{m_{1}}{m_{2}} \alpha-2 \omega \cdot v_{2}\right)=0 .
$$

If $\alpha=0$, we would have $v_{1}=v_{1}^{\prime}$ and $v_{2}=v_{2}^{\prime}$ and there would be no interaction. Therefore $\alpha \neq 0$ and we have

$$
\alpha+2 \omega \cdot v_{1}+\frac{m_{1}}{m_{2}} \alpha-2 \omega \cdot v_{2}=0
$$

Thus

$$
\alpha=-\frac{2 m_{2}}{m_{1}+m_{2}} \omega \cdot\left(v_{1}-v_{2}\right)
$$

and therefore

$$
\beta=\frac{2 m_{1}}{m_{1}+m_{2}} \omega \cdot\left(v_{1}-v_{2}\right) .
$$

Inserting this into (1.11) and (1.12), we obtain the expressions for the velocities after the interaction claimed in corollary 1.2.5.


Figure 1.1: Collision of two particles. Particle 2 has the minimal distance to particle 1. The vector $\omega$ represents the direction of the line connecting the two positions $x_{1}$ and $x_{2}$ during they are at the minimal distance.

Remark 1.2.1. Note that the operator $T_{\omega}:\left(v_{1}, v_{2}\right) \mapsto\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ has the following properties:
i) $T_{\omega}$ is invertible with

$$
T_{\omega} \circ T_{\omega}=\mathbf{1}_{6 \times 6}
$$

ii) $T_{\omega}$ has unit Jacobian,
iii) We have

$$
\begin{align*}
\omega \cdot\left(v_{1}-v_{2}\right) & =-\omega \cdot\left(v_{1}^{\prime}-v_{2}^{\prime}\right) \\
\left|v_{1}-v_{2}\right| & =\left|v_{1}^{\prime}-v_{2}^{\prime}\right| \tag{1.13}
\end{align*}
$$

for every $v_{1}, v_{2} \in \mathbb{R}^{3}, \omega \in S^{2}$.
These properties can easily be verified and are also mentioned in [25, 24, 83, 1].
The physical meaning of the first part of the remark is the following. The fact that $T_{\omega}$ is self-invertible reflects the physical principle that for elastic collisions the collision is reversible.

### 1.3 The Boltzmann equation for gas mixtures

In this section we want to give an overview of the fundamental equation in gas dynamics, the Boltzmann equation, and its fundamental properties. For one species of particles, there are a lot of introductory books and lecture notes in the literature concerning the Boltzmann equation and its fundamental properties, see [25, 24, 39, $46,47,81,83]$. Since we attempt to extend the subject to gas mixtures, the following overview is an extension of the properties of the Boltzmann equation found in the literature for one species to gas mixtures. For simplicity, we only consider two species. Furthermore, we assume that we have no chemical reactions and the number of particles of each species remains constant. Note that parts of the following are also given in my Master thesis [74].

### 1.3.1 Fundamental definitions

The most natural way to describe a gas with one species of $N$ identical particles is to model the particles as balls interacting via a force. We number the particles by the index $s \in\{1, \ldots, N\}$. The state of each particle is described by their positions of the centre $x_{s} \in \mathbb{R}^{3}$ and velocities $v_{s} \in \mathbb{R}^{3}$ at any time $t \in \mathbb{R}_{0}^{+}$. We describe the time evolution of these positions and velocities by Newtons equations (1.5). So knowing all initial data, we are able to compute the time evolution of this gas. But a gas consists of a number of interacting particles in the order of $10^{23}$, so one would have to solve a set of about $10^{23}$ coupled equations. This is not possible, among others there is no computer which has a high enough capacity to solve this. This fact was realized by Maxwell and Boltzmann. Therefore they started to work with a distribution function $f(x, v, t)$ where $x \in \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ the time. The meaning of $f$ is as follows: any infinitesimal volume $d x d v$ centred at $(x, v)$ contains at time $t$ about $f(x, v, t) d x d v$ particles. So we do not consider the positions and velocities of each single particle, we only consider the distribution of the positions and velocities in phase-space. We state this in our first definition.

Definition 1.3.1 (Distribution function). A function $f: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R},(x, v, t) \mapsto$ $f(x, v, t)$ is called a distribution function if and only if $f(x, v, t) d x d v$ is the number of particles with velocities in $(v, v+d v)$ located in the interval $(x, x+d x)$ at time $t$.

Since we consider a mixture composed of two different species, our kinetic model has two distribution functions $f_{1}(x, v, t)>0$ and $f_{2}(x, v, t)>0$, one for each species. The distribution function gives a detailed picture of the state of the gas, but it is not measurable in experiments. Measurable in experiments are quantities as the number density, the mean velocity and the temperature. For any $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$, $\Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$, we can relate them to our distribution functions in terms of microscopic averages of $f_{k}, k=1,2$ with respect to the velocity $v$ illustrated in the following definitions.

## 1 Fundamentals

From definition 1.3.1 follows that the total number of particles $N_{k}$ in a volume $V \subset \Lambda \times \mathbb{R}^{3}$ is given by

$$
N_{k}=\int_{V} f_{k} d v d x
$$

When we integrate only with respect to the velocity, we obtain a density only in $x$-space.

Definition 1.3.2 (Number density). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $f_{1}, f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, the function

$$
n_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R} ; \quad(x, t) \mapsto n_{k}(x, t)=\int_{\mathbb{R}^{3}} f_{k}(x, v, t) d v,
$$

is called the number density of species $k$ for $k=1,2$.
Definition 1.3.3 (Mean velocity). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, we define the function

$$
n_{k} u_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}^{3} ; \quad(x, t) \mapsto\left(n_{k} u_{k}\right)(x, t)=\int_{\mathbb{R}^{3}} f_{k}(x, v, t) v d v
$$

If $n_{k}>0$, the function $u_{k}=\frac{n_{k} u_{k}}{n_{k}}$ is called the mean velocity of species $k$ for $k=1,2$.
The kinetic energy of a particle is given by $\frac{m_{k}}{2}|v|^{2}$, where $m_{k}$ denotes the mass of the particles of species $k$. By averaging over all microscopic energies we obtain a macroscopic energy density.

Definition 1.3.4 (Energy density). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $|v|^{2} f_{1},|v|^{2} f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, the function

$$
E_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R} ; \quad(x, t) \mapsto E_{k}(x, t)=\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}} f_{k}(x, v, t)|v|^{2} d v
$$

is called the energy density of species $k$ for $k=1,2$.
We split the energy $E_{k}$ into the kinetic energy $\frac{1}{2} m_{k} n_{k}\left|u_{k}\right|^{2}$ and the remainder which has the physical meaning of the internal energy. This defines the internal energy $e_{k}:=E_{k}-\frac{1}{2} m_{k} n_{k}\left|u_{k}\right|^{2}$. One can compute that $e_{k}$ can be rearranged to $e_{k}=\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}}\left|v-u_{k}\right|^{2} f_{k} d v$. This is true since $\frac{1}{2}|v|^{2}-\frac{1}{2}\left|u_{k}\right|^{2}=\frac{1}{2}\left|v-u_{k}\right|^{2}-\left|u_{k}\right|^{2}+v \cdot u_{k}$, and we see that $\int_{\mathbb{R}^{3}}\left|u_{k}\right|^{2} f_{k} d v=\int_{\mathbb{R}^{3}} v \cdot u_{k} f_{k} d v$ using the definitions 1.3.2 and 1.3.3. Therefore

$$
\int_{\mathbb{R}^{3}} \frac{1}{2}|v|^{2} f_{k} d v-\int_{\mathbb{R}^{3}} \frac{1}{2}\left|u_{k}\right|^{2} f_{k} d v=\int_{\mathbb{R}^{3}} \frac{1}{2}\left|v-u_{k}\right|^{2} f_{k} d v
$$

which means

$$
E_{k}-\frac{1}{2} m_{k} n_{k}\left|u_{k}\right|^{2}=\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}}\left|v-u_{k}\right|^{2} f_{k} d v
$$

So $e_{k}$ is equal to $\int_{\mathbb{R}^{3}} \frac{1}{2} m_{k}\left|v-u_{k}\right|^{2} f_{k} d v$.

Moreover, we assume that we are in an ideal gas meaning that the gas is imagined as consisting of moving balls or point particles whose only interactions are perfectly elastic collisions. Furthermore, the gas is dilute enough such that we have only dual interactions. In this case, one observes in experiments that the internal energy is proportional to its temperature. We summarize both facts in the next definition.

Definition 1.3.5 (Internal energy and temperature). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$, $\Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, the function

$$
\begin{aligned}
e_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R} ; \quad(x, t) \mapsto e_{k}(x, t) & =E_{k}(x, t)-\frac{1}{2} m_{k} n_{k}\left|u_{k}\right|^{2} \\
& =\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}} f_{k}(x, v, t)\left|v-u_{k}(x, t)\right|^{2} d v
\end{aligned}
$$

is called the internal energy of species $k$ for $k=1,2$. If we are in an ideal gas and $n_{k}>0$, the function $T_{k}=\frac{2}{3} \frac{e_{k}}{n_{k}}$ is called the temperature of species $k$ for $k=1,2$.

The integral $e_{k}=\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}} f_{k}\left|v-u_{k}\right|^{2} d v$ can be motivated as follows. The integral has a value different from zero if the distribution of the microscopic velocities has a deviation from the mean velocity. If the gas has internal energy, the particles can use this energy to deviate from the macroscopic velocity. So the internal energy is a measure of the deviation from the mean velocity. If the internal energy of a gas is high, the deviation is high and the other way round.

There are two more moments which have a meaningful physical interpretation being the energy flux $Q_{k}$ and the pressure tensor $\mathbb{P}_{k}$.

Definition 1.3.6 (Energy flux). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, the function

$$
Q_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}^{3} ; \quad(x, t) \mapsto Q_{k}(x, t)=\frac{1}{2} m_{k} \int_{\mathbb{R}^{3}} f_{k}(x, v, t)|v|^{2} v d v
$$

is called the energy flux of species $k$ for $k=1,2$.
Definition 1.3.7 (Pressure tensor). Let $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ be two distribution functions. Then, the function
$\mathbb{P}_{k}: \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}^{3 \times 3} ;(x, t) \mapsto \mathbb{P}_{k}(x, t)=m_{k} \int_{\mathbb{R}^{3}}\left(v-u_{k}(x, t)\right) \otimes\left(v-u_{k}(x, t)\right) f_{k}(x, v, t) d v$,
is called the pressure tensor of species $k$ for $k=1,2$.
The pressure tensor contains the friction of a gas. On particles, which are faster than the mean velocity $u_{k}$, acts a force, that decelerate the particles and on particles, which are slower than the mean velocity, $u_{k}$ acts a force which accelerates the particles.

## 1 Fundamentals

### 1.3.2 The Boltzmann model

Now, we want to describe the time evolution of the distribution functions $f_{1}$ and $f_{2}$. Since we have two distribution functions, we expect to need two equations to describe their time evolution. Furthermore, the particles of one species can interact with particles of the same species or with particles of the other species. The following Boltzmann model for two species is also mentioned in [25, 24, 80]. We assume that we have no external forces and only binary interactions. Then the Boltzmann equation governs the time evolution of $f_{1}$ and $f_{2}$. It reads

$$
\begin{align*}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)  \tag{1.14}\\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)
\end{align*}
$$

with

$$
\begin{aligned}
Q_{11}\left(f_{1}, f_{1}\right)= & \frac{1}{m_{1}} \int_{\mathbb{R}^{3}} \int_{S^{2}} B_{11}\left(\left|v-v_{1}\right|, \omega\right) \\
& \cdot\left(f_{1}\left(x, v^{\prime}, t\right) f_{1}\left(x, v_{1}^{\prime}, t\right)-f_{1}(x, v, t) f_{1}\left(x, v_{1}, t\right)\right) d \omega d v_{1} \\
Q_{22}\left(f_{2}, f_{2}\right)= & \frac{1}{m_{2}} \int_{\mathbb{R}^{3}} \int_{S^{2}} B_{22}\left(\left|v-v_{1}\right|, \omega\right) \\
& \cdot\left(f_{2}\left(x, v^{\prime}, t\right) f_{2}\left(x, v_{1}^{\prime}, t\right)-f_{2}(x, v, t) f_{2}\left(x, v_{1}, t\right)\right) d \omega d v_{1} \\
Q_{12}\left(f_{1}, f_{2}\right)= & \frac{1}{m_{1}} \int_{\mathbb{R}^{3}} \int_{S^{2}} B_{12}\left(\left|v-v_{1}\right|, \omega\right) \\
& \cdot\left(f_{1}\left(x, v^{\prime}, t\right) f_{2}\left(x, v_{1}^{\prime}, t\right)-f_{1}(x, v, t) f_{2}\left(x, v_{1}, t\right)\right) d \omega d v_{1}
\end{aligned}
$$

and

$$
\begin{aligned}
Q_{21}\left(f_{2}, f_{1}\right)= & \frac{1}{m_{2}} \int_{\mathbb{R}^{3}} \int_{S^{2}} B_{21}\left(\left|v-v_{1}\right|, \omega\right) \\
& \cdot\left(f_{2}\left(x, v^{\prime}, t\right) f_{1}\left(x, v_{1}^{\prime}, t\right)-f_{2}(x, v, t) f_{1}\left(x, v_{1}, t\right)\right) d \omega d v_{1}
\end{aligned}
$$

The vector $\omega$ is the unit vector on $S^{2}$ defined in corollary 1.2.5, $v_{1}^{\prime}$ and $v^{\prime}$ are the velocities of two particles after an interaction given by the formula proven in corollary 1.2 .5 with velocities $v_{1}$ and $v$ in the beginning. The non-negative functions $B_{j k}\left(\left|v-v_{1}\right|, \omega\right)$ for $j, k=1,2$ are called the collision kernels and contain the properties of the interaction between the particles of the gas. Precisely it is the norm of the relative velocity of $v$ and $v_{1}$ times the differential cross section which will be explained in a moment.

Let us motivate the physical meaning of this equation. First, let us motivate the transport part on the left-hand side of the Boltzmann equation. For this, neglect for the moment the interaction between particles. We consider the time evolution of the individual particles. According to Newton's equations (1.5), the particles travel at a constant velocity, along a straight line in the absence of interactions, and therefore the distribution function is constant along the characteristic lines

$$
\frac{d x(t)}{d t}=v(t), \quad \frac{d v(t)}{d t}=0
$$

The corresponding partial differential equation to this characteristic lines is the transport equation

$$
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k}=0
$$

see example 1.1.1 in section 1.1. This motivates the left-hand side of the Boltzmann equations. Next, let us motivate the collision operators on the right-hand side.

The operators $Q_{k j}, k, j=1,2$ represent the change of the distribution functions due to interactions of the particles. In interactions the distribution functions change due to a change of the velocities in an interaction according to the formula proven in corollary 1.2 .5 . So $Q_{k j}$ are operators acting on the velocity variables only. The operators $Q_{11}$ and $Q_{22}$ describe the interactions of particles of a species with itself whereas $Q_{12}$ and $Q_{21}$ describe the interaction of particles of a species with the other one.

We assume that the particles interact via binary interactions. From the physical point of view this is true if the gas is dilute enough that the effect of interactions involving more than two particles can be neglected. This is reflected in the quadratic structure of the collision term.

We assume that our collisions are elastic which means that the conservation properties $1.2 .1,1.2 .2$ and 1.2 .4 are satisfied. Therefore we describe the change of the velocities with the help of the formula given in corollary 1.2.5.

Inside the integrals in $Q_{k j}$ we describe the influence of an interaction by the non-negative collision kernel $B_{k j}$. It is the norm of the relative velocity of $v$ and $v_{1}$ times the differential cross section. The differential cross section describes the probability that a collision occurs, see section 1 in [20]. Since the probability that a particle of species 1 interacts with a particle of species 2 and the probability that a particle of species 2 interacts with a particle of species 1 is the same, we have the equality $B_{12}=B_{21}$.

The operator $Q_{k j}$ can be split into a gain and a loss term. The loss term counts all interactions in which a given particle with velocity $v$ will meet another particle with velocity $v_{1}$. As a result of such an interactions, this particle will change its velocity and this will make less particles with velocity $v$. On the other hand, each time particles interact with velocities $v^{\prime}$ and $v_{1}^{\prime}$, the particle with velocity $v^{\prime}$ will get $v$ as a new velocity after the collision, and this will make more particles with velocity $v$ : this is the meaning of the gain term. This is illustrated in figure 1.2.

The appearance of the products $f_{k}(x, v, t) f_{j}\left(x, v_{1}, t\right)$ and $f_{k}\left(x, v^{\prime}, t\right) f_{j}\left(x, v_{1}^{\prime}, t\right)$ is a consequence of the so-called chaos assumption: First of all, we expect that the probability of a collision depends on a joint distribution function of two particles $f_{12}\left(x, v, v_{1}, t\right)$. Then the chaos assumption is the following. We assume that velocities of the two particles which are about to collide are uncorrelated. This means that if we randomly take two particles at position $x$, which have not collided yet, then the joint distribution of their velocities will be given by the tensor product $f_{1}(x, v, t) f_{2}\left(x, v_{1}, t\right)$.

Last, the fact that the variables $t, x$ appear only as parameters reflects the assumption that collisions are localized in space and time.
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Figure 1.2: Gain and loss of velocity. On the left, two particles with velocities $v_{1}^{\prime}$ and $v^{\prime}$ collide at time $t^{*}$ and change its velocities into $v_{1}$ and $v$. On the right, two particles with velocities $v$ and $v_{1}$ collide at time $t^{*}$ and change its velocities into $v^{\prime}$ and $v_{1}^{\prime}$. The right case describes a loss of velocity $v$, the left one a gain of velocity $v$.

### 1.3.3 Fundamental properties of the Boltzmann equation

The Boltzmann equation has two main properties. The first one is the following. In interactions the number of particles, the total momentum and the total energy are conserved. The second property is that one can show that the Boltzmann equation admits an entropy. An entropy is a function which always decreases in time. In this case it will turn out to correspond to the notion of entropy used in physics. The proofs for the collision operators $Q_{11}$ and $Q_{22}$ describing the interactions of a species with itself can be found in [46, 47, 83]. In this case we just state the results and show only the proofs for the collision operators describing the interactions of a species with the other one. These proofs are extended versions of the proofs for the single collision operators given in [46, 47, 83].

## Conservation properties

We start with the conservation properties namely conservation of the number of particles, conservation of momentum and conservation of energy in interactions of a species with itself. This concerns the collision operators $Q_{11}$ and $Q_{22}$.

Theorem 1.3.1 (Conservation properties in interactions of a species with itself). For all $f \in L^{\infty}(d v)$ with compact support or decaying fast enough at infinity and all $i=1,2,3, k=1,2$, we have

$$
\int_{\mathbb{R}^{3}} Q_{k k}(f, f) d v=\int_{\mathbb{R}^{3}} Q_{k k}(f, f) v_{i} d v=\int_{\mathbb{R}^{3}} Q_{k k}(f, f)|v|^{2} d v=0 .
$$

The proof is given in $[46,47,83]$ and is a special case of the proof shown next for the collision operators describing collisions of a species with the other one.

Theorem 1.3.2 (Conservation properties in interactions of a species with the other one). For all $f_{1}, f_{2} \in L^{\infty}(d v)$ with compact support or decaying fast enough at infinity, we have the following conservation properties.
We have conservation of the number of particles in every interaction

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} Q_{12}\left(f_{1}, f_{2}\right) d v=\int_{\mathbb{R}^{3}} Q_{21}\left(f_{2}, f_{1}\right) d v=0 \tag{1.15}
\end{equation*}
$$

We have conservation of total momentum

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(m_{1} v Q_{12}\left(f_{1}, f_{2}\right)+m_{2} v Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0 \tag{1.16}
\end{equation*}
$$

We have conservation of total energy

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(m_{1}|v|^{2} Q_{12}\left(f_{1}, f_{2}\right)+m_{2}|v|^{2} Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0 \tag{1.17}
\end{equation*}
$$

Proof. Let $h$ and $g$ be arbitrary continuous functions of the velocity $v$.
First, we consider the term $\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v$. Then, we will consider the term $\int_{\mathbb{R}^{3}} g(v) Q_{21}\left(f_{2}, f_{1}\right)(v) d v$. The idea is to rewrite these two expressions in another way such that we can directly see that the integral is zero if we choose $h$ and $g$ as 1 , the microscopic momentum $m_{1} v$ and $m_{2} v$, respectively and the microscopic energies $\frac{1}{2} m_{1}|v|^{2}$ and $\frac{1}{2} m_{2}|v|^{2}$, respectively. We start with $\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v$. From the definition of $Q_{12}\left(f_{1}, f_{2}\right)$, we see

$$
\begin{align*}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v & =\int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{1}} B_{12}\left(\left|v-v_{1}\right|, \omega\right) h(v)  \tag{1.18}\\
& \cdot\left[f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)-f_{1}(v) f_{2}\left(v_{1}\right)\right] d \omega d v d v_{1}
\end{align*}
$$

Now we exchange the notation $\left(v, v^{\prime}\right)$ and $\left(v_{1}, v_{1}^{\prime}\right)$ and $m_{1}$ and $m_{2}$ on the right-hand side, so we get

$$
\begin{align*}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= & \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{2}} B_{21}\left(\left|v-v_{1}\right|, \omega\right) h\left(v_{1}\right)  \tag{1.19}\\
& \cdot\left[f_{1}\left(v_{1}^{\prime}\right) f_{2}\left(v^{\prime}\right)-f_{2}(v) f_{1}\left(v_{1}\right)\right] d \omega d v d v_{1}
\end{align*}
$$

This is possible due to the following reason. We can say that we take a particle with velocity $v$ and mass $m_{1}$ which interacts with a particle with velocity $v_{1}$ and mass $m_{2}$. It is equivalent if we say that we take a particle with velocity $v_{1}$ and mass $m_{2}$ which interacts with a particle with velocity $v$ and mass $m_{1}$. Now we exchange $\left(v, v_{1}\right)$ and $\left(v^{\prime}, v_{1}^{\prime}\right)$ on the right-hand side of (1.18) and (1.19). This is possible since the operator $T_{\omega}$ is self-inverse as stated in remark 1.2.1.

$$
\begin{align*}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= & \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{1}} B_{12}\left(\left|v^{\prime}-v_{1}^{\prime}\right|, \omega\right)\left(-h\left(v^{\prime}\right)\right)  \tag{1.20}\\
& \cdot\left[f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)-f_{1}(v) f_{2}\left(v_{1}\right)\right] d \omega d v^{\prime} d v_{1}^{\prime}
\end{align*}
$$
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$$
\begin{align*}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= & \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{2}} B_{21}\left(\left|v^{\prime}-v_{1}^{\prime}\right|, \omega\right)\left(-h\left(v_{1}^{\prime}\right)\right)  \tag{1.21}\\
& \cdot\left[f_{2}\left(v^{\prime}\right) f_{1}\left(v_{1}^{\prime}\right)-f_{2}(v) f_{1}\left(v_{1}\right)\right] d \omega d v^{\prime} d v_{1}^{\prime}
\end{align*}
$$

Using the property (1.13) stated in remark 1.2.1, we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= & \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{1}} B_{12}\left(\left|v-v_{1}\right|, \omega\right)\left(-h\left(v^{\prime}\right)\right)  \tag{1.22}\\
& \cdot\left[f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)-f_{1}(v) f_{2}\left(v_{1}\right)\right] d \omega d v^{\prime} d v_{1}^{\prime}, \\
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= & \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{2}} B_{21}\left(\left|v-v_{1}\right|, \omega\right)\left(-h\left(v_{1}^{\prime}\right)\right)  \tag{1.23}\\
& \cdot\left[f_{2}\left(v^{\prime}\right) f_{1}\left(v_{1}^{\prime}\right)-f_{2}(v) f_{1}\left(v_{1}\right)\right] d \omega d v^{\prime} d v_{1}^{\prime} .
\end{align*}
$$

According to remark 1.2.5, the Jacobian of the transformation $T_{\omega}$ is 1 , so we can replace $d v^{\prime} d v_{1}^{\prime}$ by $d v d v_{1}$ and obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v= \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{1}} B_{12}\left(\left|v-v_{1}\right|, \omega\right)\left(-h\left(v^{\prime}\right)\right)  \tag{1.24}\\
& \cdot\left[f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)-f_{1}(v) f_{2}\left(v_{1}\right)\right] d \omega d v d v_{1}, \\
& \int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v=\int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} \frac{1}{m_{2}} B_{21}\left(\left|v-v_{1}\right|, \omega\right)\left(-h\left(v_{1}^{\prime}\right)\right)  \tag{1.25}\\
& \cdot\left[f_{2}\left(v^{\prime}\right) f_{1}\left(v_{1}^{\prime}\right)-f_{2}(v) f_{1}\left(v_{1}\right)\right] d \omega d v d v_{1} .
\end{align*}
$$

We add (1.18), (1.19), (1.24) and (1.25) and use $B_{12}=B_{21}$.

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v  \tag{1.26}\\
& =\frac{1}{4} \int_{\mathbb{R}^{3}}\left(\left[\left(h(v)-h\left(v^{\prime}\right)\right) Q_{12}\left(f_{1}, f_{2}\right)\right]+\left[\left(h\left(v_{1}\right)-h\left(v_{1}^{\prime}\right)\right) Q_{21}\left(f_{2}, f_{1}\right)\right]\right) d v .
\end{align*}
$$

If we do the same for the integral $\int g(v) Q_{21}\left(f_{2}, f_{1}\right) d v$, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} g(v) Q_{21}\left(f_{2}, f_{1}\right)(v) d v \\
& =\frac{1}{4} \int_{\mathbb{R}^{3}}\left(\left[\left(g\left(v_{1}\right)-g\left(v_{1}^{\prime}\right)\right) Q_{12}\left(f_{1}, f_{2}\right)\right]+\left[\left(g(v)-g\left(v^{\prime}\right)\right) Q_{21}\left(f_{2}, f_{1}\right)\right]\right) d v \tag{1.27}
\end{align*}
$$

Again an additional exchange of primed and unprimed variables in the parts with primed velocities in the arguments of $f_{1}, f_{2}$ in $Q_{12}, Q_{21}$ leads to

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v=\frac{1}{2} \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} B_{12}\left(\left|v-v_{1}\right|, \omega\right)  \tag{1.28}\\
\cdot\left[\frac{1}{m_{1}} f_{1}(v) f_{2}\left(v_{1}\right)\left(h\left(v^{\prime}\right)-h(v)\right)+\frac{1}{m_{2}} f_{2}(v) f_{1}\left(v_{1}\right)\left(h\left(v_{1}^{\prime}\right)-h\left(v_{1}\right)\right)\right] d \omega d v d v_{1} .
\end{array}
$$

As a consequence we see that $\int_{\mathbb{R}^{3}} h(v) Q_{12}\left(f_{1}, f_{2}\right)(v) d v=0$ if $h$ satisfies the equation

$$
h(v)=h\left(v^{\prime}\right) \quad \text { and } \quad h\left(v_{1}\right)=h\left(v_{1}^{\prime}\right) .
$$

Obviously the function $h(v)=1$ is a solution. So we have conservation of the number of particles of species 1 in interactions with species 2 .
We can do the same for $\int_{\mathbb{R}^{3}} g(v) Q_{21}\left(f_{2}, f_{1}\right) d v$ and get

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}} g(v) Q_{21}\left(f_{2}, f_{1}\right)(v) d v=\frac{1}{2} \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} B_{12}\left(\left|v-v_{1}\right|, \omega\right) \\
\cdot\left[\frac{1}{m_{2}} f_{2}(v) f_{1}\left(v_{1}\right)\left(g\left(v^{\prime}\right)-g(v)\right)+\frac{1}{m_{1}} f_{1}(v) f_{2}(v)\left(g\left(v_{1}^{\prime}\right)-g\left(v_{1}\right)\right) d v d v_{1} d \omega\right. \tag{1.29}
\end{array}
$$

If we add (1.28) and (1.29), we see

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}}\left(h(v) Q_{12}\left(f_{1}, f_{2}\right)+g(v) Q_{21}\left(f_{2}, f_{1}\right)(v)\right) d v=\frac{1}{2} \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} B_{12}\left(\left|v-v_{1}\right|, \omega\right) \\
\cdot\left[\frac{1}{m_{2}} f_{2}(v) f_{1}\left(v_{1}\right)\left(h\left(v_{1}^{\prime}\right)-h\left(v_{1}\right)+g\left(v^{\prime}\right)-g(v)\right)\right. \\
\left.+\frac{1}{m_{1}} f_{1}(v) f_{2}\left(v_{1}\right)\left(h\left(v^{\prime}\right)-h(v)+g\left(v_{1}^{\prime}\right)-g\left(v_{1}\right)\right)\right] d v d v_{1} d \omega \tag{1.30}
\end{array}
$$

and observe that the choice of $h(v)=m_{1} v$ or $h(v)=m_{1}|v|^{2}$ and $g(v)=m_{2} v$ or $g(v)=m_{2}|v|^{2}$ leads to conservation of momentum (consequence 1.2.1) and conservation of energy (consequence 1.2.2). So the properties of conservation of total momentum and total energy are also satisfied.

The names conservation of the number of particles, conservation of total momentum and conservation of total energy will be motivated in the following theorem.

Theorem 1.3.3 (Macroscopic equations). If $f_{1}, f_{2} \in L^{\infty}(d v)$ decay fast enough to zero in the $v$ variable and are a solution to (1.14) in the sense of distributions, they satisfy the following local macroscopic equations.

$$
\begin{array}{r}
\partial_{t} n_{1}+\nabla_{x} \cdot\left(n_{1} u_{1}\right)=0 \\
\partial_{t} n_{2}+\nabla_{x} \cdot\left(n_{2} u_{2}\right)=0 \\
\partial_{t}\left(m_{1} n_{1} u_{1}\right)+\nabla_{x} \cdot \mathbb{P}_{1}+\nabla_{x} \cdot\left(m_{1} n_{1} u_{1} \otimes u_{1}\right)=\int m_{1} Q_{12}\left(f_{1}, f_{2}\right) v d v \\
\partial_{t}\left(m_{2} n_{2} u_{2}\right)+\nabla_{x} \cdot \mathbb{P}_{2}+\nabla_{x} \cdot\left(m_{2} n_{2} u_{2} \otimes u_{2}\right)=\int m_{2} Q_{21}\left(f_{2}, f_{1}\right) v d v \\
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot Q_{1}=\int Q_{12}\left(f_{1}, f_{2}\right) \frac{m_{1}}{2}|v|^{2} d v \\
\partial_{t}\left(\frac{m_{2}}{2} n_{2}\left|u_{2}\right|^{2}+\frac{3}{2} n_{2} T_{2}\right)+\nabla_{x} \cdot Q_{2}=\int Q_{21}\left(f_{2}, f_{1}\right) \frac{m_{2}}{2}|v|^{2} d v
\end{array}
$$
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Proof. If we integrate the equation (1.14) for species 1 with respect to $v$ and use the conservation property (1.15) and theorem 1.3.1, we get:

$$
\int \partial_{t} f_{1}(x, v, t) d v+\int \nabla_{x} \cdot\left(v f_{1}\right) d v=0
$$

This is equivalent to

$$
\partial_{t} n_{1}+\nabla_{x} \cdot\left(n_{1} u_{1}\right)=0,
$$

if we use the definitions of the number density and the mean velocity given by the definitions 1.3.2 and 1.3.3, respectively. We can do the same with the equation for $f_{2}$. In this case we get

$$
\partial_{t} n_{2}+\nabla_{x} \cdot\left(n_{2} u_{2}\right)=0
$$

Multiplying the equation (1.14) for species 1 by $m_{1} v$ and integrating it with respect to the velocity $v$, leads to

$$
m_{1} \int v \partial_{t} f_{1} d v+m_{1} \int v \nabla_{x} \cdot\left(v f_{1}\right) d v=\int m_{1} Q_{12}\left(f_{1}, f_{2}\right) v d v
$$

In the first and in the second term we formally exchange derivative and integration and obtain

$$
m_{1} \partial_{t}\left(n_{1} u_{1}\right)+\nabla_{x} \cdot \int m_{1} v \otimes v f_{1} d v
$$

So the equation is equivalent to

$$
m_{1} \partial_{t}\left(n_{1} u_{2}\right)+\nabla_{x} \cdot \int m_{1} v \otimes v f_{1} d v=\int Q_{12}\left(f_{1}, f_{2}\right) v d v
$$

With the definition of the pressure tensor given by definition 1.3.7, the second term turns into

$$
\nabla_{x} \cdot \mathbb{P}_{1}+\nabla_{x} \cdot\left(m_{1} n_{1} u_{1} \otimes u_{1}\right)
$$

So all in all, we get

$$
\partial_{t}\left(m_{1} n_{1} u_{1}\right)+\nabla_{x} \cdot \mathbb{P}_{1}+\nabla_{x} \cdot\left(m_{1} n_{1} u_{1} \otimes u_{1}\right)=\int m_{1} Q_{12}\left(f_{1}, f_{2}\right) v d v
$$

We can do the same with $f_{2}$ and obtain

$$
\partial_{t}\left(m_{2} n_{2} u_{2}\right)+\nabla_{x} \cdot \mathbb{P}_{2}+\nabla_{x} \cdot\left(m_{2} n_{2} u_{2} \otimes u_{2}\right)=\int m_{2} Q_{21}\left(f_{2}, f_{1}\right) v d v
$$

Multiplying the equation (1.14) for species 1 by $\frac{m_{1}}{2}|v|^{2}$ and integrating it with respect to $v$ leads to

$$
\begin{equation*}
\frac{m_{1}}{2} \int|v|^{2} \partial_{t} f_{1} d v+\frac{m_{1}}{2} \int|v|^{2} \nabla_{x} \cdot\left(v f_{1}\right) d v=\int Q_{12}\left(f_{1}, f_{2}\right) \frac{m_{2}}{2}|v|^{2} d v \tag{1.31}
\end{equation*}
$$

In the first two terms we formally exchange derivative and integration to obtain

$$
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot \int m_{1} v|v|^{2} f_{1} d v
$$

So the equation (1.31) is equivalent to

$$
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot \int m_{1} v|v|^{2} f_{1} d v=\int Q_{12}\left(f_{1}, f_{2}\right) \frac{m_{1}}{2}|v|^{2} d v
$$

With the definition of the energy flux given by the definition 1.3 .6 we get

$$
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot Q_{1}=\int Q_{12}\left(f_{1}, f_{2}\right) \frac{m_{1}}{2}|v|^{2} d v
$$

So all in all, we get the system of partial differential equations from theorem 1.3.3.
Corollary 1.3.4. If $f_{1}, f_{2} \in L^{\infty}(d v)$ decay fast enough to zero in the $v$ variable and are a solution to (1.14) in the sense of distributions, they satisfy the following local macroscopic conservation laws.

$$
\begin{gathered}
\partial_{t} n_{1}+\nabla_{x} \cdot\left(n_{1} u_{1}\right)=0 \\
\partial_{t} n_{2}+\nabla_{x} \cdot\left(n_{2} u_{2}\right)=0 \\
\partial_{t}\left(m_{1} n_{1} u_{1}+m_{2} n_{2} u_{2}\right)+\nabla_{x} \cdot\left(\mathbb{P}_{1}+\mathbb{P}_{2}\right)+\nabla_{x} \cdot\left(m_{1} n_{1} u_{1} \otimes u_{1}+m_{2} n_{2} u_{2} \otimes u_{2}\right)=0, \\
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{m_{2}}{2} n_{2}\left|u_{2}\right|^{2}+\frac{3}{2} n_{1} T_{1}+\frac{3}{2} n_{2} T_{2}\right)+\nabla_{x} \cdot\left(Q_{1}+Q_{2}\right)=0 .
\end{gathered}
$$

Proof. We take the equations from theorem 1.3.3 and add the third and the fourth one, and the fifth and the sixth one. Then we use the conservation properties (1.16) and (1.17).

The system in theorem 1.3.3 describes conservation of the number of particles and balance laws for the momentum and the energy. The system in corollary 1.3.4 describes conservation of the number of particles, total momentum and total energy. Note that both systems of macroscopic equations are not closed since we have more unknowns than equations.

## The H-theorem, entropy inequality and equilibrium

Another property of the Boltzmann equation is that it admits an entropy. In order to prove this we need the following three lemmas.
Lemma 1.3.5. Let $\phi>0$ be a measurable function such that $\int_{\mathbb{R}^{3}}\left(1+|v|^{2}\right) \phi(v) d v<\infty$. If

$$
\begin{equation*}
\phi(v) \phi\left(v_{1}\right)=\phi\left(v^{\prime}\right) \phi\left(v_{1}^{\prime}\right) \tag{1.32}
\end{equation*}
$$

for a.e. $\left(v, v_{1}, \omega\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}$, then $\phi$ is a Maxwell distribution.

## 1 Fundamentals

The proof is given in $[46,47]$ and is a special case of the proof shown next with two different functions $\phi_{1}$ and $\phi_{2}$.

Lemma 1.3.6. Let $\phi_{1}, \phi_{2}>0$ be two measurable functions such that $\int_{\mathbb{R}^{3}}\left(1+|v|^{2}\right) \phi_{1}(v) d v$ $<\infty$ and $\int_{\mathbb{R}^{3}}\left(1+|v|^{2}\right) \phi_{2}(v) d v<\infty$. If

$$
\begin{equation*}
\phi_{1}(v) \phi_{2}\left(v_{1}\right)=\phi_{1}\left(v^{\prime}\right) \phi_{2}\left(v_{1}^{\prime}\right), \tag{1.33}
\end{equation*}
$$

for a.e. $\left(v, v_{1}, \omega\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}$, then $\phi_{1}$ and $\phi_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Before we prove this lemma, let us illustrate the shape of a Maxwell distribution (see figure 1.3).

Definition 1.3.8 (Maxwell distribution). A Maxwell distribution is a distribution of the form

$$
M(v)=C \exp \left(-\frac{|v-U|^{2}}{A}\right)
$$

where $C, A \in \mathbb{R}^{+}, U \in \mathbb{R}^{3}$. If $C, A$ and $U$ are functions of $x$ and $t, M(x, v, t)$ is called a local Maxwell distribution.

If the integrals from definition 1.3.2, 1.3.3 and 1.3.4 of the Maxwell distribution coincide with the integrals from 1.3.2, 1.3.3 and 1.3.4 of the distribution function itself, we obtain the form

$$
\begin{equation*}
M_{k}(v)=\frac{n_{k}}{{\sqrt{2 \pi T_{k} / m_{k}}}^{3}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 T_{k} / m_{k}}\right) . \tag{1.34}
\end{equation*}
$$

So lemma 1.3.6 tells that if the condition (1.33) for a.e. $\left(v, v_{1}, \omega\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}$ is satisfied then $\phi_{1}, \phi_{2}$ are of the form

$$
\phi_{1}(v)=\frac{n_{1}}{{\sqrt{2 \pi T / m_{1}}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 T / m_{1}}\right), \quad \phi_{2}(v)=\frac{n_{2}}{{\sqrt{2 \pi T / m_{2}}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 T / m_{2}}\right),
$$

with a common value $u$ and $T$ still depending on $x$ and $t$. According to the definitions 1.3.3 and 1.3.4, this has the physical meaning of a common mean velocity and temperature. First, we will prove lemma 1.3.6, and then we will conclude that the condition (1.33) characterizes the equilibrium. So finally, we will see that Maxwell distributions with common velocity and temperature are the expected distributions in thermodynamic equilibrium.


Figure 1.3: Maxwell distribution. In this figure you can see a Maxwell distribution of the velocities for fixed $x$ and $t$. The centre of this distribution is at the mean velocity, meaning $v=u(x, t)$ and the width of the distribution is related to the temperature $T(x, t)$.

Proof of lemma 1.3.6. After a translation and a multiplication by a constant, $\phi_{2}$ is supposed to satisfy

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \phi_{2}(v) d v=1, \int_{\mathbb{R}^{3}} v \phi_{2}(v) d v=0 . \tag{1.35}
\end{equation*}
$$

Now we take the Fourier transform of

$$
\phi_{1}(v) \phi_{2}\left(v_{1}\right)=\phi_{1}\left(v^{\prime}\right) \phi_{2}\left(v_{1}^{\prime}\right),
$$

which leads for almost every $\omega \in S^{2}$ to

$$
\hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \phi_{1}\left(v^{\prime}\right) \phi_{2}\left(v_{1}^{\prime}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}} d v d v_{1}
$$

Now we change coordinates by $\left(v, v_{1}\right) \mapsto\left(v^{\prime}, v_{1}^{\prime}\right)$ as in the proof of the conservation properties $1.15,1.16$ and 1.17. For this, we take the transformation in corollary 1.2.5 and obtain

$$
\begin{equation*}
\hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \phi_{1}(v) \phi_{2}\left(v_{1}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}} e^{i\left(\frac{2 m_{2}}{m_{1}+m_{2}} \xi-\frac{2 m_{1}}{m_{1}+m_{2}} \xi_{1}\right) \cdot \omega\left[\left(v-v_{1}\right) \cdot \omega\right]} d v d v_{1} . \tag{1.36}
\end{equation*}
$$

The change of the coordinates is possible due to remark 1.2.5. Let $\xi, \xi_{1}$ be fixed. Now we differentiate the equality (1.36) with respect to $\omega$ at any $\omega_{*}$ orthogonal to $m_{2} \xi-m_{1} \xi_{1}$. This leads to

$$
\begin{equation*}
0=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}}\left(m_{2} \xi-m_{1} \xi_{1}\right) \phi_{1}(v) \phi_{2}\left(v_{1}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}}\left(v-v_{1}\right) \cdot \omega_{*} d v d v_{1} \tag{1.37}
\end{equation*}
$$

using $\left(m_{2} \xi-m_{1} \xi_{1}\right) \cdot \omega_{*}=0$ in the exponential function. Since

$$
\nabla_{\xi} \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \phi_{1}(v) \phi_{2}\left(v_{1}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}}(-i v) d v d v_{1}
$$

and

$$
\nabla_{\xi_{1}} \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \phi_{1}(v) \phi_{2}\left(v_{1}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}}\left(-i v_{1}\right) d v d v_{1}
$$

## 1 Fundamentals

for any $\omega_{*}$ orthogonal to $m_{2} \xi-m_{1} \xi_{1}$ and therefore

$$
\begin{equation*}
\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \phi_{1}(v) \phi_{2}\left(v_{1}\right) e^{-i \xi \cdot v-i \xi_{1} \cdot v_{1}} i\left(v_{1}-v\right) d v d v_{1} \tag{1.38}
\end{equation*}
$$

for any $\omega_{*}$ orthogonal to $m_{2} \xi-m_{1} \xi_{1}$. Now, we use Grassmann's identity (see appendix A.1) to deduce

$$
\begin{aligned}
\omega_{*} & \times\left[\left(m_{2} \xi-m_{1} \xi_{1}\right) \times\left(\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)\right)\right] \\
& =\omega_{*} \cdot\left(\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)\right)\left(m_{2} \xi-m_{1} \xi_{1}\right) \\
& -\omega_{*} \cdot\left(m_{2} \xi-m_{1} \xi_{1}\right)\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)=0 .
\end{aligned}
$$

The term $\omega_{*} \cdot\left(m_{2} \xi-m_{1} \xi_{1}\right)\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)$ is equal to zero since $\omega_{*}$ is orthogonal to $m_{1} \xi-m_{1} \xi_{1}$. The term $\omega_{*} \cdot\left(\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)\right)\left(m_{2} \xi-m_{1} \xi_{1}\right)$ is equal to zero since it is equal to $\omega_{*} \cdot(1.38)$ in the direction of $\left(m_{2} \xi-m_{1} \xi_{1}\right)$ which is equal to $\omega_{*}$ times the right-hand side of (1.37). According to the left-hand side of (1.37) this is equal to zero. Now either $\omega_{*}$ is parallel to $\left(m_{1} \xi-m_{2} \xi_{1}\right) \times\left(\left(\nabla_{\xi}-\right.\right.$ $\left.\left.\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)\right)$ or $m_{2} \xi-m_{1} \xi_{1}$ is parallel to $\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)$. But since $\omega_{*}$ is an arbitrary orthogonal vector to $m_{2} \xi-m_{1} \xi_{1}$, it can also be non-orthogonal to $\left(m_{1} \xi-m_{2} \xi_{1}\right) \times\left(\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)\right)$. So
$\left(\nabla_{\xi}-\nabla_{\xi_{1}}\right) \hat{\phi}_{1}(\xi) \hat{\phi}_{2}\left(\xi_{1}\right)$ is linearly dependent to $m_{2} \xi-m_{1} \xi_{1}$ for all $\xi, \xi_{1} \in \mathbb{R}^{3}$.

Choose $\xi \neq 0$ and $\xi_{1}=0$. Then according to the definition of the Fourier transform, we have

$$
\nabla_{\xi} \hat{\phi}_{1}(\xi) \cdot \hat{\phi}_{2}(0)-\hat{\phi}_{1}(\xi) \nabla_{\xi_{1}} \hat{\phi}_{2}(0)=\nabla_{\xi} \hat{\phi}_{1}(\xi) \int_{\mathbb{R}^{3}} \phi_{2}(v) d v-\hat{\phi}_{1}(\xi) \cdot \int_{\mathbb{R}^{3}}(-i v) \phi_{2}(v) d v
$$

With the normalization (1.35), we get

$$
\nabla_{\xi} \hat{\phi}_{1}(\xi) \cdot \hat{\phi}_{2}(0)-\hat{\phi}_{1}(\xi) \nabla_{\xi_{1}} \hat{\phi}_{2}(0)=\nabla_{\xi} \hat{\phi}_{1}(\xi)
$$

Together with (1.39), we conclude that $\nabla_{\xi} \hat{\phi}_{1}(\xi)$ is linearly dependent to $\xi$.
This means that $\hat{\phi}_{1}$ is of the form

$$
\hat{\phi}_{1}(\xi)=\psi_{1}\left(|\xi|^{2}\right)
$$

We replace $\hat{\phi}_{1}$ by $\psi_{1}$ in (1.39) and observe that $\psi_{1}^{\prime}\left(|\xi|^{2}\right) \hat{\phi}_{2}\left(\xi_{1}\right) \xi-\psi_{1}\left(|\xi|^{2}\right) \nabla_{\xi_{1}} \hat{\phi}_{2}\left(\xi_{1}\right)$ is linearly dependent to $m_{2} \xi-m_{1} \xi_{1}$.

Choosing $\xi=0$ and using $\psi_{1}\left(|\xi|^{2}\right)=\phi_{1}(\xi)>0$, we get $\nabla_{\xi_{1}} \hat{\phi}_{2}\left(\xi_{1}\right)$ is linearly dependent to $\xi_{1}$, and therefore $\hat{\phi}_{2}$ is of the form

$$
\hat{\phi}_{2}\left(\xi_{1}\right)=\psi_{2}\left(\left|\xi_{1}\right|^{2}\right)
$$

So again we get

$$
\psi_{1}^{\prime}\left(|\xi|^{2}\right) \psi_{2}\left(\left|\xi_{1}\right|^{2}\right) \xi-\psi_{1}\left(|\xi|^{2}\right) \psi_{2}^{\prime}\left(\left|\xi_{1}\right|^{2}\right) \xi_{1} \text { is linearly dependent to } m_{2} \xi-m_{1} \xi_{1}
$$

This is equivalent to
$\frac{\psi_{1}^{\prime}\left(|\xi|^{2}\right) \psi_{2}\left(\left|\xi_{1}\right|^{2}\right)}{m_{2}} m_{2} \xi-\frac{\psi_{1}\left(|\xi|^{2}\right) \psi_{2}^{\prime}\left(\left|\xi_{1}\right|^{2}\right)}{m_{1}} m_{1} \xi_{1}$ is linearly dependent to $m_{2} \xi-m_{1} \xi_{1}$.
Whenever $\xi$ and $\xi_{1}$ are not linearly dependent, i.e. for a dense subset of all $\xi, \xi_{1} \in \mathbb{R}^{3}$, we then have

$$
m_{1} \psi_{1}^{\prime}\left(|\xi|^{2}\right) \psi_{2}\left(\left|\xi_{1}\right|^{2}\right)=m_{2} \psi_{1}\left(|\xi|^{2}\right) \psi_{2}^{\prime}\left(\left|\xi_{1}\right|^{2}\right)
$$

This is equivalent to the equality

$$
m_{1} \frac{\psi_{1}^{\prime}\left(|\xi|^{2}\right)}{\psi_{1}\left(|\xi|^{2}\right)}=m_{2} \frac{\psi_{2}^{\prime}\left(\left|\xi_{1}\right|^{2}\right)}{\psi_{2}\left(\left|\xi_{1}\right|^{2}\right)}
$$

Since the left-hand side is independent of $\xi_{1}$ and the right-hand side is independent of $\xi$, both sides are equal to a constant and we get that $\psi_{1}$ and $\psi_{2}$ are of the form

$$
\begin{aligned}
& \psi_{1}(r)=e^{-\alpha r} \\
& \psi_{2}(r)=e^{-\beta r}
\end{aligned}
$$

for $r \in \mathbb{R}_{0}^{+}$and $\alpha=\frac{m_{2}}{m_{1}} \beta$. This means that both $\phi_{1}$ and $\phi_{2}$ are Maxwell distributions. If we do a re-translation in $\phi_{2}$ to get $\int_{\mathbb{R}^{3}} v \phi_{2}(v) d v=u_{2}$, the function $\phi_{1}$ is then transformed in the same way, so they have the same velocity. The factors $\alpha$ and $\beta$ are inverted by doing a Fourier transformation, so for $\phi_{2}$ and $\phi_{1}$ we have the relation $\alpha=\frac{m_{1}}{m_{2}} \beta$, this means $\frac{m_{1}}{T_{1}}=\frac{m_{1}}{m_{2}} \frac{m_{2}}{T_{2}}$ for $\alpha=\frac{m_{1}}{T_{1}}$ from which we can deduce $T_{1}=T_{2}$.

Lemma 1.3.7. Assume $y, z \in \mathbb{R}^{n}$. Then we have the following inequality

$$
(z-y) \ln \frac{y}{z} \leq 0
$$

with equality if and only if $z=y$.
Proof. We consider the term

$$
(z-y) \ln \frac{y}{z}
$$

For $z>y$, the first factor is positive, but the logarithm is negative. For $y>z$, the logarithm is positive but the first factor is negative. In both cases the whole term is negative. We have equality if and only if $z=y$.

## 1 Fundamentals

With these three lemmas we can prove the following inequalities which will result in an inequality for an entropy.

Theorem 1.3.8 (H-theorem of the single collision operator). Let $f \in L^{\infty}(d v)$ be a function decaying fast enough at infinity, $f \geq 0$, and $\int\left(1+|v|^{2}\right) f(v) d v<\infty$, then

$$
\int \ln f Q_{k k}(f, f) d v \leq 0 \quad \text { for } \quad k=1,2
$$

with equality if and only if $f$ is a Maxwell distribution.
The proof is given in $[46,47,83]$ and is a special case of the proof shown next for the collision operators describing collisions of one species with the other one.

Theorem 1.3.9 (H-theorem of the mixture collision operators). Let $f_{1}, f_{2} \in L^{\infty}(d v)$ be two functions decaying fast enough at infinity, $f_{1}, f_{2} \geq 0$, and $\int\left(1+|v|^{2}\right) f_{1}(v) d v<\infty$ and $\int\left(1+|v|^{2}\right) f_{2}(v) d v<\infty$, then

$$
\int\left(\ln f_{1} Q_{12}\left(f_{1}, f_{2}\right)+\ln f_{2} Q_{21}\left(f_{2}, f_{1}\right)\right) d v \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. We add equations (1.26) and (1.27), insert the definitions of $Q_{12}$ and $Q_{21}$ and choose $h(v)=\ln f_{1}(v)$ and $g(v)=\ln f_{2}(v)$ from the proof of properties 1.15, 1.16 and 1.17 and get

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}}\left(h(v) Q_{12}\left(f_{1}, f_{2}\right)+g(v) Q_{21}\left(f_{2}, f_{1}\right)\right) d v=\frac{1}{2} \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times S^{2}} B_{12}\left(\left|v-v_{1}\right|, \omega\right) \\
\cdot\left[\frac{1}{m_{2}}\left(f_{2}\left(v^{\prime}\right) f_{1}\left(v_{1}^{\prime}\right)-f_{2}(v) f_{1}\left(v_{1}\right)\right) \ln \frac{f_{1}\left(v_{1}\right) f_{2}(v)}{f_{1}\left(v_{1}^{\prime}\right) f_{2}\left(v^{\prime}\right)}\right.  \tag{1.40}\\
\left.+\frac{1}{m_{1}}\left(f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)-f_{1}(v) f_{2}\left(v_{1}\right)\right) \ln \frac{f_{1}(v) f_{2}\left(v_{1}\right)}{f_{1}\left(v^{\prime}\right) f_{2}\left(v_{1}^{\prime}\right)}\right] d v d v_{1} d \omega
\end{array}
$$

Now, we apply lemma 1.3 .7 choosing $y=f_{1}\left(v_{1}\right) f_{2}(v)$ and $z=f_{2}\left(v^{\prime}\right) f_{1}\left(v_{1}^{\prime}\right)$ in the first term of the sum and $y=f_{1}(v) f_{2}\left(v_{1}\right)$ and $z=f_{2}\left(v_{1}^{\prime}\right) f_{1}\left(v^{\prime}\right)$ in the second term of the sum. Then, we can deduce $\int_{\mathbb{R}^{3}}\left(h(v) Q_{12}\left(f_{1}, f_{2}\right)+g(v) Q_{21}\left(f_{2}, f_{1}\right)(v)\right) d v \leq 0$, because $B_{12}$ is non-negative, with equality if and only if

$$
f_{1}\left(v_{1}\right) f_{2}(v)=f_{1}\left(v_{1}^{\prime}\right) f_{2}\left(v^{\prime}\right)
$$

The equality from the second term of the sum is the same just exchanging the notation. In the case of equality, choose $\phi_{1}=f_{1}$ and $\phi_{2}=f_{2}$ in lemma 1.3.6. Then we obtain that $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

In the following we will see three things. We will consider the physical entropy and see that the previous theorem leads to an inequality for this entropy. We will study the equality in this entropy and are able to characterize it with the help of lemma 1.3.6 as Maxwell distributions with equal mean velocity and temperature. In the next part, we want to define equilibrium distributions and finally, we will observe that they correspond to the Maxwell distributions found in the H-theorem. Let's start with the entropy inequality.

Definition 1.3.9 (Physical entropy). The quantity

$$
H\left(f_{1}, f_{2}\right):=\int\left(f_{1} \ln f_{1}+f_{2} \ln f_{2}\right) d v
$$

defines the negative of the physical entropy in statistical mechanics.
For a motivation of choosing this expression as the entropy see section 3.4.2 in [81]. It is linked to the number of possibilities to distribute $N$ particles into the cells of phase space. In the following we deduce an inequality for this entropy.

Corollary 1.3.10. Let $f_{1}, f_{2} \in L^{\infty}(d v)$ be a solution to (1.14) in the sense of distributions decaying fast enough at infinity in $v, f_{1}, f_{2} \geq 0$, and $\int\left(1+|v|^{2}\right) f_{1}(v) d v<\infty$ and $\int\left(1+|v|^{2}\right) f_{2}(v) d v<\infty$, then

$$
\partial_{t}\left(\int f_{1} \ln f_{1} d v+\int f_{2} \ln f_{2} d v\right)+\nabla_{x} \cdot\left(\int v f_{1} \ln f_{1} d v+\int v f_{2} \ln f_{2} d v\right) \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. We multiply the Boltzmann equation (1.14) for species 1 by $\ln f_{1}$, the Boltzmann equation (1.14) for species 2 by $\ln f_{2}$, add the result and integrate it with respect to $v$, use integration by parts and conservation of the number of particles (equation (1.15) and theorem 1.3.1) on the left-hand side and the theorems 1.3.8 and 1.3.9 on the right-hand side.

The physical meaning of this is the following. In the space-homogeneous case, meaning $f_{1}, f_{2}$ do not depend on $x$, the entropy is a non-increasing function. This corresponds to the second law of thermodynamics.

The fact that $H$ is a decreasing function unless $f_{1}, f_{2}$ are Maxwell distributions with a common mean velocity and temperature, indicates that $f_{1}, f_{2}$ possibly tend to such a function when $t \rightarrow \infty$. The final state will presumably be an equilibrium state.

Definition 1.3.10 (Equilibrium). The system is in equilibrium if and only if $f$ does not depend on $x$ and $t$.

This means that the left-hand side of the Boltzmann equation vanishes, so we have to consider the equations $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)=0$ and $Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=$ 0 .

## 1 Fundamentals

Corollary 1.3.11 (Structure of the equilibrium). Let $f_{1}, f_{2} \in L^{\infty}(d v)$ be a solution to (1.14) in the sense of distributions and assume $f_{1}, f_{2}>0$. From the equations $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)=0$ and $Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=0$ we can deduce that $f_{1}$ and $f_{2}$ are Maxwell distributions with equal velocity and temperature, that means $u_{1}=u_{2}$ and $T_{1}=T_{2}$.

Proof. If $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)=0$ and $Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=0$, then $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)+Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=0$ and so we have equality in the H -theorems 1.3.8 and 1.3.9.

This shows that the equality in the H -theorem coincides with the distribution in equilibrium. So we can formulate the H-theorem in the space homogeneous case in the following equivalent version: We expect that the entropy $H$ decreases in time until it reaches its equilibrium distribution which is a Maxwell distribution.

The last two lemmas will lead to a comparison of the entropy of a species with the entropy obtained in equilibrium.

Lemma 1.3.12. Let $z, y$ be arbitrary positive real numbers. Consider the function $h: \mathbb{R}^{+} \rightarrow \mathbb{R}, h(x):=x \ln x-x$. Then $h$ is strictly convex and the following inequality is satisfied

$$
(z-y) \ln y \leq z \ln z-y \ln y+y-z
$$

or equivalently

$$
z \ln y \leq z \ln z+y-z
$$

Proof. If we compute the derivatives of $h$, we obtain $h^{\prime}(x)=\ln x$ and $h^{\prime \prime}(x)=\frac{1}{x}$. So $h$ is strictly convex for $x>0$ and we have $h^{\prime}(y)(z-y) \leq h(z)-h(y)$ with equality if and only if $z=y$.

Lemma 1.3.13 (Estimate of the entropy). Let $f_{1}, f_{2} \in L^{\infty}(d v)$ be two functions decaying fast enough at infinity, $f_{1}, f_{2} \geq 0$, and $\int\left(1+|v|^{2}\right) f_{1}(v) d v<\infty$ and $\int(1+$ $\left.|v|^{2}\right) f_{2}(v) d v<\infty$, then

$$
\int f_{k} \ln f_{k} d v \geq \int M_{k} \ln M_{k} d v, \quad \text { for } \quad k=1,2
$$

where $M_{k}$ is the local Maxwell distribution with the same density, mean velocity and temperature as $f_{k}$.

Proof. If we compute $\ln M_{k}$, we obtain $\ln M_{k}=\ln \frac{n_{k}}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}}}-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}$. We observe that $\ln M_{k}$ is a linear combination of $1, v$ and $|v|^{2}$. Therefore $\int\left(f_{k}-M_{k}\right) \ln M_{k} d v=0$
since $f_{k}$ and $M_{k}$ have the same density, mean velocity and temperature. Using this and lemma 1.3.12, we get

$$
\begin{aligned}
& \int f_{k} \ln f_{k} d v-\int M_{k} \ln M_{k} d v \\
& \quad=\int f_{k} \ln f_{k} d v-\int M_{k} \ln M_{k} d v-\int\left(f_{k}-M_{k}\right) \ln M_{k} d v \\
& \quad=\int f_{k} \ln f_{k} d v-\int f_{k} \ln M_{k} d v \\
& \quad \geq \int\left(f_{k}-M_{k}\right) d v=0
\end{aligned}
$$

### 1.4 The BGK model for one species

For one species of particles the Boltzmann equation reduces to

$$
\partial_{t} f+v \cdot \nabla_{x} f=Q(f, f)
$$

for the unknown $f(x, v, t)$. The collision operator corresponds to an operator describing the interactions of the gas with itself as $Q_{11}$ and $Q_{22}$ in the previous section. The collision operator in the Boltzmann equation is very complex. So Bathnagar, Gross and Krook [16] invented a simplification of the collision operator which has still the same main properties mentioned in the previous section as the original collision term $Q$. It is called BGK model. It satisfies the conservation of the number of particles, momentum and energy. The BGK model has an H-theorem and the same structure in equilibrium as the Boltzmann equation. It is given by

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(M-f) \tag{1.41}
\end{equation*}
$$

where $\nu(x, t) n(x, t)$ is the collision frequency and $M$ the Maxwell distribution which has the same density, mean velocity and temperatures as $f$ given by (1.34). Moreover BGK models give rise to efficient numerical computations [72, 41, 35, 12, 34, 13, 28]. In [64], the linearized BGK equation is considered and the uncertainties in the case of modelling errors are quantified by Klingenberg, Li and Pirner.

### 1.4.1 Motivation of the BGK model

The aim of this section is to motivate the choice and structure of the BGK model and the choice of the collision frequency $\nu$. First, we will see under which assumptions and simplifications we can derive the BGK-model from the Boltzmann equation. This is given in [81]. Then, we will see the meaning of the equation by considering a minimization problem of the entropy which also leads to the BGK model. This is given in [2].
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## Derivation from the Boltzmann equation

The first motivation of the BGK model is to simplify the collision operator in the Boltzmann equation making some simplifying approximations. The collision term in the Boltzmann equation for one species is given by

$$
Q(f, f)=\frac{1}{m} \int_{\mathbb{R}^{3}} \int_{S^{2}} B\left(\left|v-v_{1}\right|, \omega\right)\left(f\left(x, v^{\prime}, t\right) f\left(x, v_{1}^{\prime}, t\right)-f(x, v, t) f\left(x, v_{1}, t\right)\right) d \omega d v_{1}
$$

In section 1.3.3 we observed that the H-theorem indicates that due to interactions the distribution function $f$ tend to relax towards a Maxwell distribution. Now, we assume that even after one interaction the distribution function becomes a Maxwell distribution. So, we replace the distribution functions with velocities after the collision $f\left(x, v^{\prime}, t\right)$ and $f\left(x, v_{1}^{\prime}, t\right)$ in the collision operator by its local Maxwell distribution $M$. So we get

$$
\hat{Q}_{M}(f, f)=\frac{1}{m} \int_{\mathbb{R}^{3}} \int_{S^{2}} B\left(\left|v-v_{1}\right|, \omega\right)\left(M\left(x, v^{\prime}, t\right) M\left(x, v_{1}^{\prime}, t\right)-f(x, v, t) f\left(x, v_{1}, t\right)\right) d \omega d v_{1} .
$$

Because of conservation of momentum and kinetic energy (1.10), we have

$$
M\left(x, v^{\prime}, t\right) M\left(x, v_{1}^{\prime}, t\right)=M(x, v, t) M\left(x, v_{1}, t\right)
$$

and so we get

$$
\begin{aligned}
\widetilde{Q}_{M}(f, f) & =\frac{1}{m} \int_{\mathbb{R}^{3}} \int_{S^{2}} B\left(\left|v-v_{1}\right|, \omega\right)\left(M(x, v, t) M\left(x, v_{1}, t\right)-f(x, v, t) f\left(x, v_{1}, t\right)\right) d \omega d v_{1} \\
& =\frac{1}{m}\left(M(x, v, t) \int_{\mathbb{R}^{3}} \int_{S^{2}} B\left(\left|v-v_{1}\right|, \omega\right) M\left(x, v_{1}, t\right) d \omega d v\right. \\
& \left.-f(x, v, t) \int_{\mathbb{R}^{3}} \int_{S^{2}} B\left(\left|v-v_{1}\right|, \omega\right) f\left(x, v_{1}, t\right) d \omega d v_{1}\right) .
\end{aligned}
$$

Now we assume that the difference between the two integrals can be neglected and get

$$
Q_{B G K}(f, f)=\nu n(M-f),
$$

where $\nu$ is given by

$$
\nu n=\frac{1}{m} \iint M\left(x, v_{1}, t\right) B\left(\left|v-v_{1}\right|, \omega\right) d \omega d v_{1}
$$

With this choice of the collision frequency $\nu$, the conservation properties are only fulfilled when $\nu$ does not depend on the velocity $v$, so one either has to consider Maxwellian molecules, where $B$ does not depend on $\left|v-v_{1}\right|$ or replace $\nu$ by a mean collision frequency $\bar{\nu}=\frac{1}{n} \int \nu f d v$.

## Minimization of the entropy

The other possible way to motivate the BGK model is due to a minimization problem of the entropy presented in [2]. Suppose we have a model of the form

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(G(f)-f) \tag{1.42}
\end{equation*}
$$

for a function $G(f)$ which we will determine later. The meaning of the term on the right-hand side is the following. Suppose we are in the space homogeneous case. Then the meaning of the term on the right-hand side is a relaxation of the function $f$ towards the function $G(f)$ in time. If $f$ is smaller than $G(f)$, in the space-homogeneous case the time derivative of $f$ is positive. So $f$ will increase. If $f$ is larger than $G(f)$, the time derivative is negative so $f$ will decrease. This corresponds to a relaxation of $f$ towards the function $G(f)$. See also figure 1.4.


Figure 1.4: Relaxation of $f$ towards the function $G(f)$. The arrows illustrate the time derivative of $f$ under the time evolution of equation (1.42) in the space-homogeneous case.

Now, the idea is to determine the function $G(f)$ as a solution to a minimization problem of the entropy. We consider the following problem

$$
\begin{equation*}
S(n, u, T)=\min _{g \in \chi} \int \tilde{H}(g) d v \tag{1.43}
\end{equation*}
$$

where $\tilde{H}(g)$ is given by $\tilde{H}(g)=g \ln g$ and $\chi$ is the following set
$\chi=\left\{g \geq 0,\left(1+|v|^{2}\right) g \in L^{1}(d v), \int g d v=n, \int v g d v=n u, \int v \otimes v g d v=n u \otimes u+n \frac{T}{m} \mathbf{1}\right\}$.
In the case of one species we omit the index in the density, the mean velocity and the temperature given by the definitions $1.3 .2,1.3 .3$ and 1.3 .5 , respectively. We want to find the solution to (1.43) and choose $G(f)$ as the minimizer to this problem. The problem is motivated by the H-theorem for the Boltzmann equation, since we expect from it that $f$ relaxes to a function $G(f)$. The set $\chi$ can be motivated in the following way. We expect that during the relaxation process the density $n$, the momentum $n u$ and the energy $\frac{1}{2} n\left(m|u|^{2}+3 T\right)$ should be conserved, so the solution to (1.43) should have the same density, momentum and energy as $f$. We observe that we assume more to the function $g \in \chi$ than to have just the same energy as $f$. We also determine
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the off-diagonal terms of $\int v \otimes v g d v$. The physical meaning of this is the following. If we compute the integral $m \int v \otimes v f d v$, we get $m n u \otimes u+\mathbb{P}$. Therefore the restriction on $g \in \chi$ means that we expect that in equilibrium the tensor $\mathbb{P}$ becomes diagonal. We will observe that the solution to this problem is a Maxwell distribution.

Theorem 1.4.1. The unique minimizer to (1.43) is the Maxwell distribution $M$ given by (1.34).

Proof. The proof is given in [2]. For the convenience of the reader we will repeat it here. The aim is to show that

$$
\int \tilde{H}(M) d v<\int \tilde{H}(g) d v \quad \text { for all } \quad g \in \chi \quad \text { with } \quad g \neq M
$$

Since $\tilde{H}$ is a strictly convex function, we get

$$
\tilde{H}(g)>\tilde{H}(M)+\tilde{H}^{\prime}(M)(g-M) \quad \text { for all } \quad g \in \chi \quad \text { with } \quad g \neq M
$$

Here ' denotes the Fréchet derivative of $\tilde{H}$ with respect to $g$. We are done when we show that $\int \tilde{H}^{\prime}(M)(g-M) d v=0$. If we compute $\tilde{H}^{\prime}(M)$, we get

$$
\tilde{H}^{\prime}(M)=\ln M+1=\frac{n}{{\sqrt{2 \pi \frac{T}{m}^{3}}}^{3}}-\frac{m|v-u|^{2}}{T}+1 .
$$

So we observe that $\tilde{H}^{\prime}(M)$ is a linear combination of $1, v$ and $|v|^{2}$. Therefore, the integral $\int \tilde{H}^{\prime}(M)(g-M) d v$ vanishes since $g$ and $M$ have the same density, mean velocity and energy.

### 1.4.2 Fundamental properties of the BGK equation

The reason for this model was to find a simplification of the complicated Boltzmann collision operator but to keep the main features of the Boltzmann collision operator. In this section we prove that the BGK operator for one species satisfies the conservation properties and the H -theorem.

Theorem 1.4.2 (BGK-model). Assume $f \in L^{\infty}(d v)$ to be a solution of (1.41) decaying fast enough to zero for $|v| \rightarrow \infty$ and $\nu, f>0$. Then the right-hand side of the equation (1.41) has the same main properties (conservation properties, H-theorem and structure of equilibrium) as the Boltzmann collision operator.

Proof. The proof is given in section 3.6 in [81]. For the convenience of the reader we want to repeat it here. First, we will discuss the conservation properties, then the H-theorem. Since $\nu$ does not depend on the velocity $v$, the conservation properties as in theorem 1.3.1 are satisfied because $f$ and $M$ have the same density, mean velocity and temperature.
For the same reason, we have

$$
\nu n \int \ln M(M-f) d v=0
$$

because $\ln M$ is a linear combination of $1, v$ and $|v|^{2}$, so

$$
\begin{aligned}
\int Q_{B G K}(f, f)(v) d v & =\nu n \int \ln f(M-f) d v \\
& =\nu n \int \ln f(M-f) d v-\nu n \int \ln M(M-f) d v \\
& =\nu n \int \ln \frac{f}{M}(M-f) d v
\end{aligned}
$$

With lemma 1.3 .7 we can conclude

$$
\int Q_{B G K}(f, f)(v) d v=\nu n \int \ln \frac{f}{M}(M-f) d v \leq 0
$$

which ensures the property of the H -theorem.
The structure of the equilibrium is clear, because from $\nu(M-f)=0$, we can deduce $f=M$.

## Chapter 2

## A BGK model for mixtures

In applications one often has to deal with gas mixtures instead of a single gas. For example, the air is a gas mixture. Therefore, in this chapter, our attempt is to extend the BGK model for one species described in the previous chapter to gas mixtures. For simplification we consider only two species. This model is also presented in a paper by Klingenberg, Pirner, Puppo in [61].

In the literature one can find two types of BGK models for gas mixtures. Just like the Boltzmann equation for gas mixtures contains a sum of collision terms on the right-hand side, one type of BKG models also has a sum of BGK-type interaction terms in the relaxation operator. Examples are the models of Gross and Krook [49], Hamel [51], Asinari [6], Garzó, Santos, Brey [43], Sofena [79], see also Cercignani [24]. The other type of models contains only one collision term on the right-hand side. Examples for this are Andries, Aoki and Perthame [1] and the models in [22, 48].

For the second type of model which was first presented by Andries, Aoki and Perthame [1], they proved consistency of this type of model. They proved the conservation properties, the positivity of the temperatures, the H-theorem and specified the structure of equilibrium. Whereas for the first type of model this was not done before in the literature, as far as we know. But the first type of BGK model for mixtures is the extension to gas mixtures suggested by physicists and engineers and is still used in numerical applications, see for example [67, 71]. In [54], the second type of model is even seen as a simplification of the first model from a physical point of view. The advantage of the first type of BGK model for mixtures from the physical point of view is that the two different types of interactions, interactions of a species with itself and interactions of a species with the other one, are still kept separated. Therefore, we can still see how these different types of interactions influence the macroscopic equations, the H-theorem and the trend to equilibrium. Especially, when the particles of the two species are very different, then it is desirable to maintain their contribution separately. But, as far as we know, there was no proof of the H -theorem and the structure of equilibrium before for this first type of extension. In order to close this gap, we now present a model which contains all the models of the first type mentioned above as special cases. For this generalized model we then prove the conservation properties, the positivity of all temperatures, the H-theorem and specify the structure of equilibrium.

The outline of the chapter is as follows: in section 2.1 we will present the model for two species and prove the conservation properties and the H-theorem and we show the positivity of all temperatures. In section 2.2 , we compare our model with other models presented in the literature. First, we consider special cases of our model and next we compare our model with the model of Andries, Aoki and Perthame [1].

### 2.1 A two species kinetic BGK model

In this section we will present the model for two species and prove the conservation properties and the H -theorem. Further, we analyse the positivity of the temperatures and characterize the structure of equilibrium.

### 2.1.1 The general form of the model

We will repeat the most important definitions such that it is possible to read this chapter independently. For simplicity in the following we consider a mixture composed of two different species. Thus, our kinetic model has two distribution functions $f_{1}(x, v, t)>0$ and $f_{2}(x, v, t)>0$, where $x \in \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ the time. We expect that they are determined by two equations to describe their time evolution. Since we consider binary interactions, the particles of one species can interact with either themselves or with particles of the other species. In the model this is accounted for by introducing two interaction terms in both equations. These considerations allow us to write formally the system of equations for the evolution of the mixture. The following structure containing a sum of the collision operator is also given in [25, 24]. We describe the time evolution of the number distribution functions $f_{1}$ and $f_{2}$ by the Boltzmann equation with binary interactions for two species of particles as in [25], chapter 6.2

$$
\begin{aligned}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right) \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)
\end{aligned}
$$

where $Q_{k l}, k, l=1,2$ are the collision operators for interactions of species $k$ with species $l$.

Furthermore, we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{2.1}\\
v \\
m_{k}\left|v-u_{k}\right|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
3 n_{k} T_{k}
\end{array}\right)
$$

where $n_{k}$ is the number density, $u_{k}$ the mean velocity and $T_{k}$ the temperature which is related to the pressure $p_{k}$ by $p_{k}=n_{k} T_{k}$. Note that in this chapter we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is Boltzmann's constant.

### 2.1.2 Requirements on the collision operators

A model for the evolution of a mixture should satisfy the following conservation properties:

Conservation of mass, momentum and energy of the individual species in interaction with the species itself:

1. $\int Q_{k k}\left(f_{k}, f_{k}\right) d v=0$ for $k=1,2$,
2. $\int m_{k} v Q_{k k}\left(f_{k}, f_{k}\right) d v=0 \quad$ for $\quad k=1,2$,
3. $\int m_{k}|v|^{2} Q_{k k}\left(f_{k}, f_{k}\right) d v=0 \quad$ for $\quad k=1,2$.

Conservation of total mass, momentum and energy:

1. $\int Q_{k l}\left(f_{k}, f_{l}\right) d v=0$ for $k, l=1,2$,
2. $\int\left(m_{1} v Q_{12}\left(f_{1}, f_{2}\right)+m_{2} v Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0$,
3. $\int\left(m_{1}|v|^{2} Q_{12}\left(f_{1}, f_{2}\right)+m_{2}|v|^{2} Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0$.

### 2.1.3 The BGK approximation

We are interested in a BGK approximation of the interaction terms. This leads us to define equilibrium distributions not only for each species itself but also for the two interspecies equilibrium distributions. Choose the collision terms $Q_{11}, Q_{12}, Q_{21}$ and $Q_{22}$ in section 2.1.1 as BGK operators. Then the model can be written as:

$$
\begin{align*}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\nu_{11} n_{1}\left(M_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right) \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\nu_{22} n_{2}\left(M_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right) \tag{2.2}
\end{align*}
$$

with the Maxwell distributions

$$
\begin{align*}
M_{1}(x, v, t) & =\frac{n_{1}}{{\sqrt{2 \pi \frac{T_{1}}{m_{1}}}}^{3}} \exp \left(-\frac{\left|v-u_{1}\right|^{2}}{2 \frac{T_{1}}{m_{1}}}\right), \\
M_{2}(x, v, t) & =\frac{n_{2}}{{\sqrt{2 \pi \frac{T}{2}_{m_{2}}}}^{3}} \exp \left(-\frac{\left|v-u_{2}\right|^{2}}{2 \frac{T_{2}}{m_{2}}}\right),  \tag{2.3}\\
M_{12}(x, v, t) & =\frac{n_{12}}{{\sqrt{2 \pi \frac{T}{12}_{m_{1}}}}^{3}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{T_{12}}{m_{1}}}\right), \\
M_{21}(x, v, t) & =\frac{n_{21}}{{\sqrt{2 \pi \frac{T}{21}_{m_{2}}}}^{3}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{T_{21}}{m_{2}}}\right),
\end{align*}
$$

where $\nu_{11} n_{1}$ and $\nu_{22} n_{2}$ are the collision frequencies of the particles of each species with itself, while $\nu_{12} n_{2}$ and $\nu_{21} n_{1}$ are related to interspecies collisions. The structure of the collision terms ensures that if one collision frequency $\nu_{k l}$ tends to $\infty$, the corresponding distribution function becomes a Maxwell distribution. In addition at global equilibrium, the distribution functions become Maxwell distributions with the same mean velocity and temperature (see later in section 2.1.8). The Maxwell distributions $M_{1}$ and $M_{2}$ in (2.3) have the same macroscopic quantities (2.1) as $f_{1}$ and $f_{2}$, respectively. With this choice, we guarantee the conservation of mass, momentum and energy in interactions of one species with itself (see section 2.1.2). The remaining parameters $u_{12}, u_{21}, T_{12}$ and $T_{21}$ will be determined using conservation of total momentum and total energy, together with some symmetry considerations.

### 2.1.4 Relationship between the collision frequencies

Note, that in our model we have four collision frequencies $\nu_{11} n_{1}, \nu_{22} n_{2}, \nu_{12} n_{2}$ and $\nu_{21} n_{1}$. In physical applications the functions $\nu_{11}, \nu_{22}, \nu_{12}$ and $\nu_{21}$ are often linked by a constant. We will illustrate this in the case of a plasma in section 5.2.1. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{equation*}
\nu_{12}=\varepsilon \nu_{21}, \quad 0<\varepsilon \leq 1 \tag{2.4}
\end{equation*}
$$

For example, in the case of a plasma, we will see in section 5.2.1 that $\varepsilon$ is given by $\varepsilon=\frac{m_{1}}{m_{2}}$. The restriction $\varepsilon \leq 1$ is without loss of generality. If $\varepsilon>1$, exchange the index 1 and 2 and choose $\frac{1}{\varepsilon}$ as new $\varepsilon$.

### 2.1.5 Conservation properties

This section shows how the macroscopic quantities $n_{12}, n_{21}, u_{12}, u_{21}, T_{12}$ and $T_{21}$ in the interspecies Maxwell distributions $M_{12}$ and $M_{21}$ have to be chosen in order to ensure the macroscopic conservation properties.

Theorem 2.1.1 (Conservation of the number of particles of each species). Assume that

$$
\begin{equation*}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \tag{2.5}
\end{equation*}
$$

then

$$
\int Q_{11}\left(f_{1}, f_{1}\right) d v=\int Q_{12}\left(f_{1}, f_{2}\right) d v=\int Q_{22}\left(f_{2}, f_{2}\right) d v=\int Q_{21}\left(f_{2}, f_{1}\right) d v=0
$$

Proof. Since $M_{k}$ and $f_{k}$ for $k=1,2$ have the same density according to the definition in equation (2.1), we get

$$
\int Q_{k k}\left(f_{k}, f_{k}\right) d v=\int \nu_{k k} n_{k}\left(M_{k}-f_{k}\right) d v=0
$$

The equality

$$
\int Q_{12}\left(f_{1}, f_{2}\right) d v=\nu_{12} n_{2} \int\left(M_{12}-f_{1}\right) d v=0
$$

holds provided that $n_{12}=n_{1}$. Similarly for the second equation, if $n_{21}=n_{2}$.
Theorem 2.1.2 (Conservation of total momentum). Assume the relationships (2.4) and (2.5) hold and assume further that $u_{12}$ is a linear combination of $u_{1}$ and $u_{2}$

$$
\begin{equation*}
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R} \tag{2.6}
\end{equation*}
$$

Then we have conservation of total momentum

$$
\int m_{1} v\left[Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)\right] d v+\int m_{2} v\left[Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)\right] d v=0
$$

provided that

$$
\begin{equation*}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right) \tag{2.7}
\end{equation*}
$$

Proof. The exchange of momentum of species 1 is given by

$$
\begin{align*}
f_{m_{1,2}} & :=m_{1} \int v \nu_{11} n_{1}\left(M_{1}-f_{1}\right) d v+m_{1} \int v \nu_{12} n_{2}\left(M_{12}-f_{1}\right) d v  \tag{2.8}\\
& =0+m_{1} \nu_{12} n_{1} n_{2}\left(u_{12}-u_{1}\right)=m_{1} \nu_{12} n_{1} n_{2}(1-\delta)\left(u_{2}-u_{1}\right)
\end{align*}
$$

The exchange of momentum of species 2 is given by

$$
\begin{equation*}
f_{m_{2,1}}:=m_{2} \nu_{21} n_{2} n_{1}\left(u_{21}-u_{2}\right) . \tag{2.9}
\end{equation*}
$$

In order to get conservation of momentum we therefore need

$$
m_{1} \nu_{12} n_{1} n_{2}(1-\delta)\left(u_{2}-u_{1}\right)+m_{2} \nu_{21} n_{2} n_{1}\left(u_{21}-u_{2}\right)=0
$$

which holds provided $u_{21}$ satisfies (2.7) under the assumption that $\nu_{12}$ and $\nu_{21}$ satisfy (2.4) and $u_{12}$ satisfies (2.6).

Remark 2.1.1. If we write $\tilde{\varepsilon}=\frac{m_{1}}{m_{2}} \varepsilon$ and $\tilde{\delta}=1-\tilde{\varepsilon}(1-\delta)$ we obtain a similar structure for $u_{21}$ as for $u_{12}$

$$
u_{21}=\tilde{\delta} u_{2}+(1-\tilde{\delta}) u_{1}
$$

Theorem 2.1.3 (Conservation of total energy). Assume (2.4), conditions (2.5), (2.6) and (2.7) and assume that $T_{12}$ is of the following form

$$
\begin{equation*}
T_{12}=\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0 \tag{2.10}
\end{equation*}
$$

Then we have conservation of total energy
$\int \frac{m_{1}}{2}|v|^{2}\left(Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)\right) d v+\int \frac{m_{2}}{2}|v|^{2}\left(Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0$, provided that

$$
\begin{array}{r}
T_{21}=\left[\frac{1}{3} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}  \tag{2.11}\\
+\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2} .
\end{array}
$$

Proof. Using the energy exchange of species 1

$$
\begin{aligned}
F_{E_{1,2}} & :=\int \frac{m_{1}}{2}|v|^{2} \nu_{11} n_{1}\left(M_{1}-f_{1}\right) d v+\int \frac{m_{1}}{2}|v|^{2} \nu_{12} n_{2}\left(M_{12}-f_{1}\right) d v \\
& =\varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left(\left|u_{12}\right|^{2}-\left|u_{1}\right|^{2}\right)+\frac{3}{2} \varepsilon \nu_{21} n_{1} n_{2}\left(T_{12}-T_{1}\right)
\end{aligned}
$$

where we use (2.6) and (2.10). Analogously the energy exchange of species 2 towards 1 is

$$
F_{E_{2,1}}=\frac{1}{2} \nu_{21} m_{2} n_{1} n_{2}\left(\left|u_{21}\right|^{2}-\left|u_{2}\right|^{2}\right)+\frac{3}{2} \nu_{21} n_{1} n_{2}\left(T_{21}-T_{2}\right) .
$$

Substitute $u_{21}$ with (2.7) and $T_{21}$ from (2.11). This permits to rewrite the energy exchange terms as

$$
\left.\begin{array}{rl}
F_{E_{1,2}}= & \varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left[\left(\delta^{2}-1\right)\left|u_{1}\right|^{2}+(1-\delta)^{2}\left|u_{2}\right|^{2}+2 \delta(1-\delta) u_{1} \cdot u_{2}\right] \\
& +\frac{3}{2} \varepsilon \nu_{21} n_{1} n_{2}\left[(1-\alpha)\left(T_{2}-T_{1}\right)+\gamma\left|u_{1}-u_{2}\right|^{2}\right]
\end{array}\right\}
$$

Adding these two terms, we see that the total energy is conserved.
Remark 2.1.2. We have $0 \leq 1-\varepsilon(1-\alpha) \leq 1$ and $0 \leq \varepsilon(1-\alpha) \leq 1$, so that in (2.11) the two terms with the temperatures are also a convex combination of $T_{1}$ and $T_{2}$.
Remark 2.1.3. The remaining free parameters can be fixed for specific situations. For example, if we see the parameters $\alpha, \delta, \gamma$ and $\varepsilon$ from the model presented in this chapter as functions of the masses $m_{1}$ and $m_{2}$, we can get more restrictions on these parameters by physical considerations.

- In the limit $\frac{m_{1}}{m_{1}+m_{2}} \rightarrow 0$, we expect that $u_{12}=u_{2}$ and $T_{12}=T_{2}$, since we expect that light particles are driven by the flow of the heavy particles, so they adapt the velocity and the fluctuations to the mean velocity of the heavy particles. If we look at (2.6), (2.7), (2.10) and (2.11), the definitions of $u_{12}, u_{21}, T_{12}$ and $T_{21}$, we see in order to realize this, we need $\delta \rightarrow 0, \alpha \rightarrow 0$ and $\gamma \rightarrow 0$.
- In the limit $\frac{m_{1}}{m_{1}+m_{2}} \rightarrow \frac{1}{2}$, when the mass of the particles become indistinguishable, we expect $T_{12}=T_{21}$ and $u_{12}=u_{21}$. From $u_{12}=u_{21}$ we obtain $\delta=\frac{\varepsilon}{\varepsilon+\frac{m_{2}}{m_{1}}}$ by using (2.6) and (2.7). From $T_{12}=T_{21}$ we obtain $\alpha=\frac{\varepsilon}{1+\varepsilon}$ and $\gamma=\frac{1}{3} \frac{\varepsilon}{1+\varepsilon} m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)$ by using (2.10) and (2.11). So for getting equality in the limit when the masses of the two particles become indistinguishable ( $m:=m_{1}=m_{2}$ ), we need we need $\delta \rightarrow \frac{\varepsilon}{1+\varepsilon}, \alpha \rightarrow \frac{\varepsilon}{1+\varepsilon}$ and $\gamma \rightarrow \frac{1}{3} m \frac{\varepsilon}{(1+\varepsilon)^{2}}$.
- In the limit $\frac{m_{1}}{m_{1}+m_{2}} \rightarrow 1$, the heavy particles do not feel the other particles, so we expect that we have no change in the mean velocity and in the temperature, e.g $u_{12}=u_{1}$ and $T_{12}=T_{1}$. Here we need $\delta \rightarrow 1, \alpha \rightarrow 1$ and $\gamma \rightarrow 0$.


### 2.1.6 Positivity of the temperatures

Theorem 2.1.4. Assume that $f_{1}(x, v, t), f_{2}(x, v, t)>0$. Then all temperatures $T_{1}, T_{2}$, $T_{12}$ given by (2.10) and $T_{21}$ given by (2.11) are positive provided that

$$
\begin{equation*}
0 \leq \gamma \leq \frac{m_{1}}{3}(1-\delta)\left[\left(1+\frac{m_{1}}{m_{2}} \varepsilon\right) \delta+1-\frac{m_{1}}{m_{2}} \varepsilon\right] \tag{2.14}
\end{equation*}
$$

Proof. $T_{1}$ and $T_{2}$ are positive as integrals of positive functions. $T_{12}$ is positive because by construction it is a convex combination of $T_{1}$ and $T_{2}$. For $T_{21}$ we consider the coefficients in front of $\left|u_{1}-u_{2}\right|^{2}, T_{1}$ and $T_{2}$. The term in front of $T_{1}$ is positive by definition. The positivity of the term in front of $T_{2}$ is equivalent to the condition $\alpha \geq 1-\frac{1}{\varepsilon}$, which is satisfied since $\varepsilon \leq 1$, the positivity of the term in front of $\left|u_{1}-u_{2}\right|^{2}$ is equivalent to the condition (2.14).

Remark 2.1.4. According to the definition of $\gamma$, it is a non-negative number, so the right-hand side of the inequality in (2.14) must be non-negative. This condition is equivalent to

$$
\begin{equation*}
\frac{\frac{m_{1}}{m_{2}} \varepsilon-1}{1+\frac{m_{1}}{m_{2}} \varepsilon} \leq \delta \leq 1 \tag{2.15}
\end{equation*}
$$

If the collision frequencies are linked as in (2.4) with $\varepsilon=\frac{m_{2}}{m_{1}}$ in the case of a plasma, then the right-hand side of (2.14) is positive for $0 \leq \delta \leq 1$.

### 2.1.7 H-theorem for mixtures

Now, we want to show the H-theorem for our BGK model for mixtures.
Lemma 2.1.5. Assuming (2.10) and (2.11) and the positivity of the temperatures (2.14), we have the following inequality

$$
\begin{equation*}
\varepsilon \ln T_{12}+\ln T_{21} \geq \varepsilon \ln T_{1}+\ln T_{2} \tag{2.16}
\end{equation*}
$$

Proof. We start with the left-hand side of (2.16). First we insert the definition of $T_{12}$ and $T_{21}$ from (2.10) and (2.11). Since $\gamma$ and the term in front of $\left|u_{1}-u_{2}\right|^{2}$ in (2.11) are positive, we can use the monotonicity of the logarithm and get

$$
\begin{aligned}
& \varepsilon \ln T_{12}+\ln T_{21} \\
& =\varepsilon \ln \left[\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}\right] \\
& +\ln \left[\left(\frac{1}{3} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right)\left|u_{1}-u_{2}\right|^{2}\right. \\
& \left.+\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2}\right] \\
& \geq \varepsilon \ln \left(\alpha T_{1}+(1-\alpha) T_{2}\right)+\ln \left(\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2}\right)
\end{aligned}
$$

If we now use the concavity of the logarithm and the assumptions $0 \leq \alpha \leq 1, \varepsilon \leq 1$, the expression above can be bounded from below by

$$
\varepsilon \alpha \ln T_{1}+\varepsilon(1-\alpha) \ln T_{2}+(1-\varepsilon(1-\alpha)) \ln T_{2}+\varepsilon(1-\alpha) \ln T_{1}
$$

which gives the inequality stated in lemma 2.1.5.
Theorem 2.1.6 (H-theorem for the mixture). Assume $f_{1}, f_{2}>0$. Assume the relationship between the collision frequencies (2.4), the conditions for the interspecies Maxwell distributions (2.5) , (2.6), (2.7), (2.10) and (2.11) with $\alpha, \delta \neq 1$ and the positivity of the temperatures (2.14), then

$$
\begin{aligned}
\int\left(\ln f_{1} Q_{11}\left(f_{1}, f_{1}\right)\right. & \left.+\ln f_{1} Q_{12}\left(f_{1}, f_{2}\right)\right) d v \\
& +\int\left(\ln f_{2} Q_{22}\left(f_{2}, f_{2}\right)+\ln f_{2} Q_{21}\left(f_{2}, f_{1}\right)\right) d v \leq 0
\end{aligned}
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. The fact that $\int \ln f_{k} Q\left(f_{k}, f_{k}\right) \leq 0, k=1,2$ for the single BGK-model was shown in theorem 1.4.2. Note that in the proof it was not necessary that $f_{k}$ is a solution to the BGK model for one species. It is only a property of the structure of the BGK operator. So here, it is still true. We have equality if and only if $f_{1}=M_{1}$ and $f_{2}=M_{2}$.
Let us define

$$
S\left(f_{1}, f_{2}\right):=\nu_{12} n_{2} \int \ln f_{1}\left(M_{12}-f_{1}\right) d v+\nu_{21} n_{1} \int \ln f_{2}\left(M_{21}-f_{2}\right) d v
$$

The task is to prove that $S\left(f_{1}, f_{2}\right) \leq 0$. Consider now $S\left(f_{1}, f_{2}\right)$ and apply the inequality in lemma 1.3.12 to each of the two terms in $S$.

$$
\begin{aligned}
& S \leq \nu_{12} n_{2}\left[\int M_{12} \ln M_{12} d v-\int f_{1} \ln f_{1} d v-\int M_{12} d v+\int f_{1} d v\right] \\
& +\nu_{21} n_{1}\left[\int M_{21} \ln M_{21} d v-\int f_{2} \ln f_{2} d v-\int M_{21} d v+\int f_{2} d v\right]
\end{aligned}
$$

with equality if and only if $f_{1}=M_{12}$ and $f_{2}=M_{21}$. Then $u_{12}=\delta u_{1}+(1-\delta) u_{2}=u_{1}$ from which we can deduce $u_{1}=u_{2}=u_{21}=u_{12}$ and $T_{1}=T_{2}=T_{12}=T_{21}$. That means $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature. Since $M_{12}$ and $f_{1}$ have the same density and $M_{21}$ and $f_{2}$ have the same density, too, the right-hand side reduces to

$$
\nu_{12} n_{2}\left(\int M_{12} \ln M_{12} d v-\int f_{1} \ln f_{1} d v\right)+\nu_{21} n_{1}\left(\int M_{21} \ln M_{21} d v-\int f_{2} \ln f_{2} d v\right)
$$

Since $\int M \ln M d v=n \ln \left(\frac{n}{\sqrt{\frac{2 \pi T^{3}}{m}}}\right)-\frac{3}{2} n$ for $M=\frac{n}{{\sqrt{\frac{2 \pi T^{3}}{m}}}^{3}} \exp \left(-\frac{|v-u|^{2}}{\frac{2 T}{m}}\right)$, we have that

$$
\begin{align*}
& \nu_{12} n_{2} \int M_{12} \ln M_{12} d v+\nu_{21} n_{1} \int M_{21} \ln M_{21} d v \\
& \leq \nu_{21} n_{1} \int M_{2} \ln M_{2} d v+\nu_{12} n_{2} \int M_{1} \ln M_{1} d v \tag{2.17}
\end{align*}
$$

provided that

$$
\begin{aligned}
& \nu_{12} n_{2} n_{1} \ln \frac{n_{1}}{\sqrt{2 \pi \frac{T 12}{m}^{3}}}+\nu_{21} n_{2} n_{1} \ln \frac{n_{2}}{\sqrt{2 \pi \frac{T_{21}}{m_{2}}}}{ }^{3} \\
\leq & \nu_{12} n_{2} n_{1} \ln \frac{n_{1}}{\sqrt{2 \pi \frac{T_{1}}{m_{1}}}}+\nu_{21} n_{2} n_{1} \ln \frac{n_{2}}{\sqrt{2 \pi \frac{T_{2}}{m_{2}}}},
\end{aligned}
$$

which is equivalent to the condition (2.16) proven in lemma 2.1.5.
With this inequality we get

$$
\begin{aligned}
S\left(f_{1}, f_{2}\right) \leq & \nu_{12} n_{2}\left[\int M_{1} \ln M_{1} d v-\int f_{1} \ln f_{1} d v\right] \\
& +\nu_{21} n_{1}\left[M_{2} \ln M_{2} d v-\int f_{2} \ln f_{2} d v\right] \leq 0
\end{aligned}
$$

The last inequality follows from lemma 1.3.13. Here we also have equality if and only if $f_{1}=M_{1}$ and $f_{2}=M_{2}$, but since we already noticed that equality also implies $f_{1}=M_{12}$ and $f_{2}=M_{21}$, we also have $T_{21}=T_{2}=T_{1}=T_{12}$ and $u_{1}=u_{2}=u_{12}=u_{21}$.

Now, consider the total entropy $H\left(f_{1}, f_{2}\right)$ from definition 1.3.9. We can compute

$$
\partial_{t} H\left(f_{1}, f_{2}\right)+\nabla_{x} \cdot \int\left(f_{1} \ln f_{1}+f_{2} \ln f_{2}\right) v d v=S\left(f_{1}, f_{2}\right)
$$

by multiplying the BGK equation (2.2) for species 1 by $\ln f_{1}$, the BGK equation (2.2) for the species 2 by $\ln f_{2}$ and integrating the sum with respect to $v$.
Corollary 2.1.7 (Entropy inequality for mixtures). Assume $f_{1}, f_{2}>0$ to be a solution to (2.2). Assume a fast enough decay of $f$ to zero for $v \rightarrow \infty$. Assume relationship (2.4), the conditions (2.5), (2.6), (2.7), (2.10) and (2.11) with $\alpha, \delta \neq 1$ and the positivity of the temperatures (2.14), then we have the following entropy inequality

$$
\partial_{t}\left(\int f_{1} \ln f_{1} d v+\int f_{2} \ln f_{2} d v\right)+\nabla_{x} \cdot\left(\int v f_{1} \ln f_{1} d v+\int v f_{2} \ln f_{2} d v\right) \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature. Moreover at equilibrium the interspecies Maxwell distributions $M_{12}$ and $M_{21}$ satisfy $u_{12}=u_{2}=u_{1}=u_{21}$ and $T_{12}=T_{2}=T_{1}=T_{21}$.

We now explicitly specify the global equilibrium.

### 2.1.8 The structure of the equilibrium

Theorem 2.1.8 (Equilibrium). Assume $f_{1}, f_{2}>0$ and the relationship (2.4), the conditions (2.5), (2.6), (2.7), (2.10) and (2.11)and the positivity of the temperatures (2.14). Then $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)=0$ and $Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=0$ if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. If $Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)=0$ and $Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)=0$, then $\int\left(\ln f_{1} Q_{11}\left(f_{1}, f_{1}\right)+\ln f_{1} Q_{12}\left(f_{1}, f_{2}\right)+\ln f_{2} Q_{22}\left(f_{2}, f_{2}\right)+\ln f_{2} Q_{21}\left(f_{2}, f_{1}\right)\right) d v=0$ and so we have equality in the H-theorem.

### 2.1.9 Macroscopic equations

In the macroscopic equations in theorem 1.3.3, we did not compute the integrals on the right-hand side. In the case of Maxwellian molecules, when the collision kernel $B$ in the Boltzmann equation does not depend on the relative velocity $\left|v-v_{1}\right|$, it is possible to compute these integrals. This is done in [1]. In general, this is to complicated or not possible. But, when we use the BGK model as approximations the integrals in the equations in 1.3.3 are just integrals of Maxwell distributions which we can easily compute. In this case we can specify the exchange terms of momentum and energy. This is done in the following theorem.
Theorem 2.1.9 (Macroscopic equations for the BGK equation for mixtures). If $f_{1}, f_{2} \in L^{\infty}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+}\right)$decay fast enough to zero in the $v$ variable and are $a$ solution to (2.2) in the sense of distributions, they satisfy the following local macroscopic conservation laws.

$$
\begin{gathered}
\partial_{t} n_{1}+\nabla_{x} \cdot\left(n_{1} u_{1}\right)=0, \\
\partial_{t} n_{2}+\nabla_{x} \cdot\left(n_{2} u_{2}\right)=0, \\
\partial_{t}\left(m_{1} n_{1} u_{1}\right)+\nabla_{x} \cdot \mathbb{P}_{1}+\nabla_{x} \cdot\left(m_{1} n_{1} u_{1} \otimes u_{1}\right)=f_{m_{12}}, \\
\partial_{t}\left(m_{2} n_{2} u_{2}\right)+\nabla_{x} \cdot \mathbb{P}_{2}+\nabla_{x} \cdot\left(m_{2} n_{2} u_{2} \otimes u_{2}\right)=f_{m_{2,1}}, \\
\partial_{t}\left(\frac{m_{1}}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot Q_{1}=F_{E_{1,2}}, \\
\partial_{t}\left(\frac{m_{2}}{2} n_{2}\left|u_{2}\right|^{2}+\frac{3}{2} n_{2} T_{2}\right)+\nabla_{x} \cdot Q_{2}=F_{E_{2,1}},
\end{gathered}
$$

with $f_{m_{1,2}}, f_{m_{2,1}}, F_{E_{1,2}}$ and $F_{E_{2,1}}$ given by

$$
\begin{aligned}
f_{m_{1,2}}=-f_{m_{2,1}} & =m_{1} \nu_{12} n_{1} n_{2}(1-\delta)\left(u_{2}-u_{1}\right), \\
F_{m_{1,2}}=-F_{m_{2,1}} & =\varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left(\left(\delta^{2}-1\right)\left|u_{1}\right|^{2}+(1-\delta)^{2}\left|u_{2}\right|^{2}+2 \delta(1-\delta) u_{1} \cdot u_{2}\right) \\
& +\frac{3}{2} \varepsilon \nu_{21} n_{1} n_{2}\left((1-\alpha)\left(T_{2}-T_{1}\right)+\gamma\left|u_{1}-u_{2}\right|^{2}\right) .
\end{aligned}
$$

Proof. The derivation of the left-hand side of the equations is exactly the same as in the proof of theorem 1.3.3. But for the BGK operators in (2.2) we can compute the integrals on the right-hand side. This is done in the proofs of the theorems 2.1.2 and 2.1.3 using the expressions for the mixture velocities (2.6) and (2.7), and the mixture temperatures (2.10) and (2.11).

Remark 2.1.5. From theorem 2.1.9 we can observe a physical meaning of $\alpha$ and $\delta$. We see that $\alpha$ and $\delta$ show up in the exchange terms of momentum and energy as a parameter in front of the relaxation of $u_{1}$ towards $u_{2}$ and $T_{1}$ towards $T_{2}$. So it determines together with the collision frequencies the speed of relaxation of the velocities and the temperatures to a common value.

Remark 2.1.6. The exchange terms of energy can be written in the following equivalent form

$$
\begin{aligned}
F_{E_{1,2}} & =-F_{E_{2,1}} \\
& =\left[\nu_{12} \frac{1}{2} n_{1} n_{2} m_{1}(\delta-1)\left(u_{1}+u_{2}+\delta\left(u_{1}-u_{2}\right)\right)+\frac{1}{2} \nu_{12} n_{1} n_{2} \gamma\left(u_{1}-u_{2}\right)\right] \cdot\left(u_{1}-u_{2}\right) \\
& +\frac{3}{2} \varepsilon \nu_{21} n_{1} n_{2}(1-\alpha)\left(T_{2}-T_{1}\right) .
\end{aligned}
$$

### 2.2 Correlation to other models in the literature

In this section, we review models that have been previously introduced [1], [49] and [51]. [49] and [51] can be considered as special cases of the class described here. Thanks to this, all of them enjoy an H-theorem, conservation properties and positivity of the interspecies temperatures.

### 2.2.1 Special cases of this model in the literature

In this section we see that the two well-known models [49] and [51] are special cases of our model. In particular, this means that we can proof the H-theorem for these two often used models.

## Model of Gross and Krook

In [49], Gross and Krook describe a plasma with two species of particles, species 1 and species 2 .

$$
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k}=\frac{n_{k}}{\sigma_{k k}}\left(M_{k}-f_{k}\right)+\frac{n_{k}}{\sigma_{k j}}\left(M_{k j}-f_{k}\right), \quad k, j=1,2, k \neq j
$$

The parameters $\sigma_{k j}$ are collision parameters, the terms $\frac{n_{k}}{\sigma_{k j}}$ are the collision frequencies from particles of species $k$ with particles of species $j$. The Maxwell distributions are given by

$$
\begin{aligned}
& M_{k}=\frac{n_{k}}{\sqrt{2 \pi{\frac{T_{k}}{m_{k}}}^{3}}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=1,2, \\
& M_{k j}=\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k j}}{m_{k}}}} \exp \left(-\frac{\left|v-u_{k j}\right|^{2}}{2 \frac{T_{k j}}{m_{k}}}\right), \quad k, j=1,2, k \neq j,
\end{aligned}
$$

with the mixed velocities

$$
\begin{aligned}
& u_{12}=a u_{1}+(1-a) u_{2} \\
& u_{21}=\left(1+\frac{m_{2}}{m_{1}} a\right) u_{1}-\frac{m_{2}}{m_{1}} a u_{2}
\end{aligned}
$$

where $a \in \mathbb{R}$ is an undetermined coefficient, and the mixed temperatures

$$
\begin{aligned}
& T_{21}=b T_{2}+(1-b) T_{1}+A\left|u_{2}\right|^{2}+B u_{1} u_{2}+C\left|u_{1}\right|^{2} \\
& T_{12}=b T_{1}+(1-b) T_{2}+D\left|u_{2}\right|^{2}+E u_{1} u_{2}+F\left|u_{1}\right|^{2}
\end{aligned}
$$

$b \in \mathbb{R}$ is an undetermined coefficient. Five out of the six coefficients $A, B, C, D, E$ and $F$ are determined by the conservation properties, assuming that $\sigma_{12}=\sigma_{21}$, and the assumption that for $t \rightarrow \infty, u_{1}$ and $u_{2}$ tend to an equal value and $T_{21}(\infty)=T_{1}(\infty)$, $T_{12}(\infty)=T_{2}(\infty)$. The model of Gross and Krook [49] is obtained from our BGK model by choosing $\varepsilon=1$, while $\delta, \alpha$ and $\gamma$ are free parameters. In the case of a plasma they suggest $\delta=a=\frac{m_{1}}{m_{1}+m_{2}}$. They also assume (2.5) for conservation of mass. They assume one of the mixture velocities to be a linear combination of $u_{1}$ and $u_{2}$, similar to (2.6) and deduce (2.7) from conservation of momentum. They further choose $T_{12}$ of the form

$$
T_{12}=\alpha T_{1}+(1-\alpha) T_{2}+A\left|u_{1}\right|^{2}+B\left|u_{2}\right|^{2}+C u_{1} u_{2}, \quad \alpha, A, B, C \in \mathbb{R}
$$

and deduce with conservation of energy that $T_{21}$ is given by

$$
T_{21}=(1-\alpha) T_{1}+\alpha T_{2}+D\left|u_{1}\right|^{2}+E\left|u_{2}\right|^{2}+F u_{1} u_{2}
$$

where five of the variables $A, B, C, D, E \in \mathbb{R}$ are determined in order to get conservation of energy. From the present work the constants must be chosen in order to satisfy (2.14). In this case the model satisfies the H-theorem.

## Model of Hamel

In [51], Hamel describes a kinetic model for a gas mixture where the two species interact via a molecular force $F_{k j}=m_{k} m_{j} p_{k j} \frac{1}{r^{5}}$ for $k, j=1,2$ where the parameters $p_{k j} \in \mathbb{R}$ describe the strength of the interaction. The model is given by

$$
\begin{aligned}
\partial_{t} f_{k}+v_{k} \cdot \nabla_{x} f_{k} & =n_{k} \kappa_{k k}\left(\frac{n_{k}}{{\sqrt{2 \pi T_{k} / m_{k}}}^{3}} \exp \left(-\frac{m_{k}\left|v_{k}-u_{k}\right|^{2}}{2 T_{k}}\right)-f_{k}\right) \\
& +n_{j} \kappa_{k j}\left(\frac{n_{k j}}{{\sqrt{2 \pi T_{k j} / m_{k}}}^{3}} \exp \left(-\frac{m_{k}\left|v_{k}-u_{k j}\right|^{2}}{2 T_{k j}}\right)-f_{k}\right)
\end{aligned}
$$

for $k, j=1,2, k \neq j$, where the functions $\kappa_{k j}, u_{k j}$ and $T_{k j}$ are given by

$$
\begin{aligned}
\kappa_{k j} & =2.66\left(p_{i j}\left(m_{i}+m_{j}\right)\right)^{\frac{1}{2}} \quad \text { for } \quad k, j=1,2, k \neq j, \\
\kappa_{k k} & =2.906\left(p_{k k} m_{k}\right)^{\frac{1}{2}} \quad \text { for } \quad k=1,2, \\
u_{i j} & =u_{i}+\frac{m_{j}}{m_{i}+m_{j}}\left(u_{j}-u_{i}\right), \\
T_{i j} & =T_{i}+2 \frac{m_{i} m_{j}}{\left(m_{i}+m_{j}\right)^{2}}\left(T_{j}-T_{i}\right)+2 \frac{m_{i} m_{j}}{\left(m_{i}+m_{j}\right)^{2}}\left|u_{i}-u_{j}\right|^{2} \frac{m_{j}}{3} \\
& =\frac{m_{i}^{2}+m_{j}^{2}}{\left(m_{i}+m_{j}\right)^{2}} T_{i}+\frac{2 m_{i} m_{j}}{\left(m_{i}+m_{j}\right)^{2}} T_{j}+2 \frac{m_{i} m_{j}}{\left(m_{i}+m_{j}\right)^{2}}\left|u_{i}-u_{j}\right|^{2} \frac{m_{j}}{3} \text { for } k, j=1,2, k \neq j .
\end{aligned}
$$

Hamel's model [51] is obtained from our BGK model (2.2) by choosing $\varepsilon=1$, $\delta=\frac{m_{1}}{m_{1}+m_{2}}, \alpha=\frac{m_{1}^{2}+m_{2}^{2}}{\left(m_{1}+m_{2}\right)^{2}}$ and $\gamma=\frac{m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} \frac{m_{2}}{3}$. The parameters are chosen in order to reproduce the fluxes of momentum and energy of Maxwellian molecules. His model also takes into account the physical considerations described in remark 2.1.3. The model satisfies condition (2.5) for conservation of mass. $u_{12}$ and $u_{21}$ satisfy condition (2.6) respectively (2.7) with this chosen $\delta$ and $\varepsilon$, so we have conservation of total momentum. $T_{12}$ and $T_{21}$ are of the form (2.10) and (2.11), respectively, so we have conservation of energy. The requirements for positivity of the temperature are satisfied, since

$$
1 \geq \alpha=\frac{m_{1}^{2}+m_{2}^{2}}{\left(m_{1}+m_{2}\right)^{2}} \geq 0
$$

and conditions (2.14) and (2.15) then reduce to $m_{1} \geq 0$ and $m_{2} \geq 0$, so Hamel's model has positive temperatures and an H -theorem.

### 2.2.2 Comparison with the model of Andries, Aoki and Perthame

The next model also describes a gas mixture of Maxwellian molecules, but it contains only one term on the right-hand side [1].

$$
\begin{aligned}
& \partial_{t} f_{1}+v \cdot \nabla_{x} f_{1}=\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right)\left(M^{(1)}-f_{1}\right), \\
& \partial_{t} f_{2}+v \cdot \nabla_{x} f_{2}=\left(\nu_{22} n_{2}+\nu_{21} n_{1}\right)\left(M^{(2)}-f_{2}\right) .
\end{aligned}
$$

## 2 A BGK model for mixtures

The Maxwell distributions are given by

$$
M^{(k)}=\frac{n_{k}}{{\sqrt{2 \pi{\frac{T(k)}{m_{k}}}^{3}}}^{e} \exp \left(-\frac{m_{k}\left|v-u^{(k)}\right|^{2}}{2 T^{(k)}}\right), \quad k=1,2, ~, ~, ~}
$$

with the interspecies velocities

$$
\begin{aligned}
& u^{(1)}=u_{1}+2 \frac{m_{2}}{m_{1}+m_{2}} \frac{\chi_{12}}{\nu_{11} n_{1}+\nu_{12} n_{2}} n_{2}\left(u_{2}-u_{1}\right), \\
& u^{(2)}=u_{2}+2 \frac{m_{1}}{m_{1}+m_{2}} \frac{\chi_{21}}{\nu_{22} n_{2}+\nu_{21} n_{1}} n_{1}\left(u_{1}-u_{2}\right),
\end{aligned}
$$

and the interspecies temperatures

$$
\begin{aligned}
T^{(1)} & =T_{1}-\frac{m_{1}}{3}\left|u^{(1)}-u_{1}\right|^{2} \\
& +\frac{2}{3} \frac{m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} \frac{4 \chi_{12}}{\nu_{11} n_{1}+\nu_{12} n_{2}} n_{2}\left(\frac{3}{2}\left(T_{2}-T_{1}\right)+m_{2} \frac{\left|u_{2}-u_{1}\right|^{2}}{2}\right), \\
T^{(2)} & =T_{2}-\frac{m_{2}}{3}\left|u^{(2)}-u_{2}\right|^{2} \\
& +\frac{2}{3} \frac{m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} \frac{4 \chi_{21}}{\nu_{22} n_{2}+\nu_{21} n_{1}} n_{1}\left(\frac{3}{2}\left(T_{1}-T_{2}\right)+m_{1} \frac{\left|u_{1}-u_{2}\right|^{2}}{2}\right),
\end{aligned}
$$

where $\chi_{12}, \chi_{21}, \nu_{12}$ and $\nu_{21}$ are parameters which are related to the differential cross section. For the detailed expressions see [1].

For $\chi_{12}=\chi_{21}$, the model also satisfies the conservation properties and the $H$-theorem with equality if and only if the distribution functions are Maxwell distributions with equal mean velocity and temperature.

Remark 2.2.1. The exchange of momentum of the species 1 in this model is given by

$$
m_{1}\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) \int v\left(M^{(1)}-f_{1}\right) d v=2 \frac{m_{2} m_{1}}{m_{2}+m_{1}} \chi_{12} n_{1} n_{2}\left(u_{2}-u_{1}\right)
$$

The exchange of the energy of species 1 is given by

$$
\begin{aligned}
& \int \frac{m_{1}}{2}|v|^{2}\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right)\left(M^{(1)}-f_{1}\right) d v \\
& \quad=n_{1} n_{2} \frac{2 m_{2} m_{1} \chi_{12}}{\left(m_{1}+m_{2}\right)}\left(-\frac{m_{1}}{m_{1}+m_{2}}\left|u_{1}\right|^{2}+\frac{m_{2}}{m_{1}+m_{2}}\left|u_{2}\right|^{2}\right. \\
& \left.\quad+\frac{m_{1}-m_{2}}{m_{1}+m_{2}} u_{1} u_{2}+\frac{2}{m_{1}+m_{2}} \frac{3}{2}\left(T_{2}-T_{1}\right)\right) .
\end{aligned}
$$

So the model discussed here reproduces the same momentum and energy fluxes between the species (2.8), (2.9), (2.12) and (2.13) choosing the parameters $\delta, \alpha$ and $\gamma$ as:

$$
\begin{aligned}
\delta & =-2 \frac{m_{2}}{m_{1}+m_{2}} \frac{\chi_{12}}{\nu_{12}}+1, \\
\alpha & =-4 \frac{m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} \frac{\chi_{12}}{\nu_{12}}+1, \\
\gamma & =\frac{4}{3} \frac{m_{1} m_{2}^{2}}{\left(m_{1}+m_{2}\right)^{2}} \frac{\chi_{12}}{\nu_{12}}\left(1-\frac{\chi_{12}}{\nu_{12}}\right) .
\end{aligned}
$$

For $\chi_{12} \leq \nu_{12}$ the parameter $\gamma$ is non-negative.
The model of Andries, Aoki and Perthame has another property, proposition 3.2 in [1], which the models described above do not have. It is called the indifferentiability principle. It denotes the following property:

Remark 2.2.2 (Indifferentiability principle). When the masses $m_{1}$ and $m_{2}$ and the collision frequencies $\nu_{11}, \nu_{12}, \nu_{21}$ and $\nu_{22}$ are identical, the total distribution function $f=f_{1}+f_{2}$ obeys a single species BGK equation.

See also [21] for another model which also has the indifferentiability principle. The model in this chapter does not satisfy the indifferentiability principle. The indifferentiability principle in our model holds only in the global equilibrium. On physical grounds it is reasonable to assume that two species of identical particles become really indifferentiable when they have the same macroscopic speeds and temperatures.

## Chapter 3

## Determination of an unknown function in a macroscopic model of Dellacherie

This chapter will show the usefulness of our kinetic description in a macroscopic model by Dellacherie [32]. We want to use the model described in chapter 2 in order to determine an unknown function in the energy exchange in the macroscopic model of Dellacherie [32]. In section 3.1 we introduce the macroscopic model of Dellacherie and compare the moment equations of our kinetic model in section 3.2 with the model of Dellacherie in order to determine his unknown function in the energy exchange. This idea is also presented by Klingenberg and Pirner in [58].

### 3.1 Macroscopic model of Dellacherie

We consider the macroscopic model for a two component gas mixture from the literature [32]. Each gas consisting of particles of the mass $m_{k}$ is characterized by a density $n_{k}$, a mean velocity $u_{k}$ and an energy $E_{k}, k=1,2$. Dellacherie in [32] proposes a macroscopic model for gas mixtures given by

$$
\partial_{t}\left(\begin{array}{c}
m_{1} n_{1}  \tag{3.1}\\
m_{2} n_{2} \\
m_{1} n_{1} u_{1} \\
m_{2} n_{2} u_{2} \\
m_{1} n_{1} E_{1} \\
m_{2} n_{2} E_{2}
\end{array}\right)+\nabla_{x} \cdot\left(\begin{array}{c}
m_{1} n_{1} u_{1} \\
m_{2} n_{2} u_{2} \\
m_{1} n_{1} u_{1} \otimes u_{1}+p_{1} \mathbf{1} \\
m_{2} n_{2} u_{2} \otimes u_{2}+p_{2} \mathbf{1} \\
u_{1}\left(m_{1} n_{1} E_{1}+p_{1}\right) \\
u_{2}\left(m_{2} n_{2} E_{2}+p_{2}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\lambda_{u}\left(u_{2}-u_{1}\right) \\
\lambda_{u}\left(u_{1}-u_{2}\right) \\
\lambda_{T}\left(T_{2}-T_{1}\right)+\lambda_{u} U\left(u_{1}, u_{2}\right) \cdot\left(u_{2}-u_{1}\right) \\
\lambda_{T}\left(T_{1}-T_{2}\right)+\lambda_{u} U\left(u_{1}, u_{2}\right) \cdot\left(u_{1}-u_{2}\right)
\end{array}\right),
$$

where $U\left(u_{1}, u_{2}\right)$ is an unknown function of the velocities $u_{1}, u_{2}$ and $\lambda_{u}, \lambda_{T}$ are relaxation parameters determined by physical experiments. The temperature $T_{k}$ and the pressure $p_{k}$ are related by the equation of an ideal gas given by $p_{k}=n_{k} T_{k}$. The unknown function $U$ is inside the relaxation term in the energy equations. Dellacherie [32] has the following restriction on $U$ in the one dimensional case. He can show that his macroscopic model for gas mixtures satisfies an H -theorem as soon as $U$ verifies the condition

$$
\begin{equation*}
\min \left(u_{1}, u_{2}\right) \leq U\left(u_{1}, u_{2}\right) \leq \max \left(u_{1}, u_{2}\right) \tag{3.2}
\end{equation*}
$$

With this restriction on $U$ in (3.2) Dellacherie is able to prove that for $\lambda_{u}, \lambda_{T} \rightarrow 0$ the model converges formally to a macroscopic model for the densities, the total momentum and the total energy. For details of the proof see [32].

### 3.2 Comparison of the energy exchanges

Now, our aim is to derive a macroscopic equation for the energy from the kinetic BGK model (2.2) with zero forces and to determine the parameter $\gamma$ in the definition of the mixture temperature $T_{12}$ in (2.10).

Lemma 3.2.1. Assume (2.4), the conditions (2.5), (2.6) and (2.10). Then the momentum and energy exchange term of species 1 of the model (2.2) are given by

$$
\begin{align*}
F_{m_{1,2}} & =m_{1} \nu_{12} n_{1} n_{2}(1-\delta)\left(u_{2}-u_{1}\right)  \tag{3.3}\\
F_{E_{1,2}} & =\left[\frac{1}{2} m_{1} \nu_{12} n_{1} n_{2}(\delta-1)\left(u_{1}+u_{2}+\delta\left(u_{1}-u_{2}\right)\right)\right. \\
& \left.+\frac{3}{2} \nu_{12} n_{1} n_{2} \gamma\left(u_{1}-u_{2}\right)\right] \cdot\left(u_{1}-u_{2}\right)+\frac{3}{2} \nu_{12} n_{1} n_{2}(1-\alpha)\left(T_{1}-T_{2}\right) . \tag{3.4}
\end{align*}
$$

The momentum and energy exchange terms of species 1 are obtained by multiplying the right-hand side of the first equation of (2.2) by $v$ and $|v|^{2}$, respectively and integrating the result with respect to $v$, for more details see the proof of theorem 2.1.9 and remark 2.1.6. We will get the following relationship between the energy exchange of the two models (2.2) and (3.1).

Theorem 3.2.2. Assume $\delta<1$. The two energy exchange terms (3.4) and the one in (3.1) coincide if $U$ is of the form

$$
U\left(u_{1}, u_{2}\right)=\frac{1}{2} \frac{\left(u_{1}+u_{2}\right) \cdot\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|^{2}}\left(u_{1}-u_{2}\right)+c\left(u_{1}-u_{2}\right)+V_{\perp}\left(u_{1}, u_{2}\right), \quad c \in \mathbb{R}
$$

where $V_{\perp}$ is a function orthogonal to $u_{1}-u_{2}$.
Proof. In order to have equality with the exchange term from Dellacherie, we want that

$$
\begin{aligned}
F_{E_{1,2}}^{v e l} & :=\left[\frac{1}{2} m_{1} \nu_{12} n_{1} n_{2}(\delta-1)\left(u_{1}+u_{2}+\delta\left(u_{1}-u_{2}\right)\right)+\frac{3}{2} \nu_{12} n_{1} n_{2} \gamma\left(u_{1}-u_{2}\right)\right] \cdot\left(u_{1}-u_{2}\right) \\
& \stackrel{!}{=}-\lambda_{u} U\left(u_{1}, u_{2}\right) \cdot\left(u_{1}-u_{2}\right),
\end{aligned}
$$

which is equivalent to

$$
\begin{array}{r}
\left.\frac{1}{2} m_{1} \nu_{12} n_{1} n_{2}(\delta-1)\left(u_{1}+u_{2}+\delta\left(u_{1}-u_{2}\right)\right)+\frac{3}{2} \nu_{12} n_{1} n_{2} \gamma\left(u_{1}-u_{2}\right)+\lambda_{u} U\left(u_{1}, u_{2}\right)\right] \\
\cdot\left(u_{1}-u_{2}\right)=0 \tag{3.5}
\end{array}
$$

This means that

$$
\left[\frac{1}{2} m_{1} \nu_{12} n_{1} n_{2}(\delta-1)\left(u_{1}+u_{2}+\delta\left(u_{1}-u_{2}\right)\right)+\frac{3}{2} \nu_{12} n_{1} n_{2} \gamma\left(u_{1}-u_{2}\right)+\lambda_{u} U\left(u_{1}, u_{2}\right)\right]
$$

has to be orthogonal to $u_{1}-u_{2}$.

We split all terms in a term parallel and a term orthogonal to $u_{1}-u_{2}$ :

$$
\begin{aligned}
U\left(u_{1}, u_{2}\right) & =v\left(u_{1}, u_{2}\right)\left(u_{1}-u_{2}\right)+V_{\perp}\left(u_{1}, u_{2}\right), \\
u_{1}+u_{2} & =\left[\left(u_{1}+u_{2}\right) \cdot \frac{\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|}\right] \frac{u_{1}-u_{2}}{\left|u_{1}-u_{2}\right|}+u_{\perp}\left(u_{1}, u_{2}\right) .
\end{aligned}
$$

Now the fact that the whole expression has to be orthogonal to $u_{1}-u_{2}$ means that the sum of coefficients in front of $u_{1}-u_{2}$ in (3.5) has to vanish. This leads to

$$
\begin{equation*}
\left[\frac{1}{2} m_{1} \nu_{12} n_{1} n_{2}(\delta-1)\left(\frac{\left(u_{1}+u_{2}\right) \cdot\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|^{2}}+\delta\right)+\frac{3}{2} \nu_{12} n_{1} n_{2} \gamma+\lambda_{u} v\left(u_{1}, u_{2}\right)\right]=0 . \tag{3.6}
\end{equation*}
$$

In order to get equality in the exchange terms of momentum (3.1) and (3.3), we have to choose

$$
\begin{equation*}
\delta=1-\frac{\lambda_{u}}{m_{1} \nu_{12} n_{1} n_{2}} . \tag{3.7}
\end{equation*}
$$

If we use this expression for $\delta$ given by (3.7) and solve (3.6) for $\gamma$, we obtain

$$
\begin{align*}
\gamma & =\frac{1}{3} m_{1}(1-\delta) \frac{\left(u_{1}+u_{2}\right) \cdot\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|^{2}}+\frac{1}{3} m_{1}(1-\delta) \delta-\frac{2}{3} \lambda_{u} v\left(u_{1}, u_{2}\right) \frac{1}{n_{1} n_{2} \nu_{12}} \\
& =\frac{1}{3} m_{1}(1-\delta) \frac{\left(u_{1}+u_{2}\right) \cdot\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|^{2}}+\frac{1}{3} m_{1}(1-\delta) \delta-\frac{2}{3} m_{1}(1-\delta) v\left(u_{1}, u_{2}\right) . \tag{3.8}
\end{align*}
$$

Since we assumed $\gamma$ to be a parameter independent of the velocities, we deduce

$$
v\left(u_{1}, u_{2}\right)=\frac{1}{2} \frac{\left(u_{1}+u_{2}\right) \cdot\left(u_{1}-u_{2}\right)}{\left|u_{1}-u_{2}\right|^{2}}-c, \quad c \in \mathbb{R},
$$

for $\delta<1$.
For $\gamma$, this leads to

$$
\begin{equation*}
\gamma=\frac{1}{3} m_{1}(1-\delta) \delta+\frac{2}{3} m_{1}(1-\delta) c \tag{3.9}
\end{equation*}
$$

We also get a restriction on $U$ like Dellacherie.
Lemma 3.2.3 (Restriction on the constant $c$ ). If we assume that all temperatures are positive, we get the following restriction on the constant $c$ given by

$$
\begin{equation*}
-\frac{1}{2} \delta \leq c \leq-\frac{1}{2}\left(\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right)+\frac{1}{2} . \tag{3.10}
\end{equation*}
$$

Proof. In order to have positive temperatures in the two species BGK model, we need that $\gamma$ satisfies the condition (2.14).
We see from (3.7) that $\delta \leq 1$, since $\lambda_{u}, m_{1}, \nu_{12}, n_{1}, n_{2}$ are assumed to be positive. This leads to the restriction on the constant $c$ given by (3.10).
$\gamma$ is a non-negative number, so the right-hand side of the inequality in (2.14) must be non-negative. This condition is equivalent to (2.15). With this restriction on $\delta$ we can deduce from (3.10) the estimate

$$
-\frac{1}{2} \leq c \leq \frac{1}{2}
$$

This corresponds to the estimate (3.2) on $U$ in the one-dimensional case from [32]. With (3.10) we have a more restrictive estimate on the function $U$ and with (3.8) an explicit expression of the parallel part of $U$. The orthogonal part does not matter because it does not enter in the exchange term.

### 3.3 Determine the constant $c$ by symmetry arguments

In the kinetic model in chapter 2 the mixture temperature $T_{12}$ of species 1 is given by (2.10) and the one of species 2 by (2.11). Due to symmetry arguments we choose the term in front of $\left|u_{1}-u_{2}\right|^{2}$ in the temperature $T_{21}$ such that it is equal to $\varepsilon \gamma=\frac{1}{3} \varepsilon m_{1}(1-\delta) \delta+\varepsilon \frac{2}{3} m_{1}(1-\delta) c$ using $\gamma$ given by (3.9). Comparing the coefficient in front of $\left|u_{1}-u_{2}\right|^{2}$ with this expression for $\varepsilon \gamma$ leads to a value for the constant $c$ given by

$$
c=\frac{1}{4}(1-\delta)\left(1-\frac{m_{1}}{m_{2}} \varepsilon\right)
$$

It remains to show that this specific $c$ satisfies the estimates (3.10). First, the estimate from below. If we use (2.15) we obtain

$$
c=-\frac{1}{4}\left(\frac{m_{1}}{m_{2}} \varepsilon-1\right)(1-\delta) \geq-\frac{1}{4} \delta\left(1+\frac{m_{1}}{m_{2}} \varepsilon\right)(1-\delta) .
$$

We rearrange (2.15) to

$$
\begin{equation*}
1-\delta \leq \frac{2}{1+\frac{m_{1}}{m_{2}} \varepsilon} \tag{3.11}
\end{equation*}
$$

This leads to

$$
c \geq-\frac{1}{2} \delta
$$

The estimate on this specific $c$ from above is equivalent to

$$
\frac{1}{4} \frac{m_{1}}{m_{2}} \varepsilon(1-\delta)+\frac{1}{4}(1-\delta) \leq \frac{1}{2}
$$

By using (3.11) we get

$$
\frac{1}{4}\left(\frac{m_{1}}{m_{2}} \varepsilon+1\right)(1-\delta) \leq \frac{1}{4} \frac{2}{1-\delta}(1-\delta)=\frac{1}{2}
$$

In summary we are able to determine more accurately the energy exchange in a model by Dellacherie.

## Chapter 4

## Existence, uniqueness and positivity of solutions for BGK models for mixtures

In chapter 2, we developed a model which we want to use in applications. Therefore, we are interested in the fact if there exists a solution. If yes, is the solution unique and in which function space lives the solution. Furthermore, the equations describe a time evolution of distribution functions. Therefore, we want to ensure that in our model the distribution functions remain positive in time if we start with positive initial data. We want to prove these properties in this chapter. Moreover, it turns out that the strategy of proving these properties can easily be applied to the model of Andries, Aoki and Perthame in [1] presented in section 2.2.2. So in this chapter, our aim is to prove existence, uniqueness and positivity of solutions to the BGK model for mixtures developed in chapter 2 and the model of Andries, Aoki and Perthame in [1]. This chapter is largely motivated by the paper of Perthame and Pulvirenti [70] where the global existence of mild solutions of the BGK equation for one species was established, and [87] where global existence of mild solutions of the ES-BGK model for one species is shown. The ES-BGK model is an extension of the BGK model and is described later in chapter 7. There is also a result concerning the Boltzmann equation for mixtures in a similar fashion in [50]. These properties in this chapter are also presented in [58] by Klingenberg and Pirner.

The outline of the chapter is as follows: In section 4.1 we want to introduce the notion of solutions which we will consider in this chapter. In section 4.2 .1 we repeat the BGK model for two species developed in chapter 2, and in section 4.2 .2 we repeat the model of Andries, Aoki and Perthame such that it is possible to read this chapter independently of the others and add further assumptions in order to prove existence and uniqueness. In section 4.3.1, we prove bounds on the macroscopic quantities which we need in order to show existence and uniqueness of non-negative solutions in section 4.3.2. In section 4.4 we will deduce that all classical solutions with positive initial data remain positive for all later times.

### 4.1 Notion of solutions

In this section we want to present the notion of solutions we will consider in this chapter and compare it with other notions used in the literature. In this section we want to illustrate the notion of solutions with the help of the single inhomogeneous transport equation. The aim of introducing mild solutions is to allow solutions with a lower regularity than in the classical sense.

### 4.1.1 Motivation of mild solutions

We now consider the problem

$$
\begin{equation*}
\partial_{t} f^{\text {inhom }}+v \cdot \nabla_{x} f^{\text {inhom }}+d f^{\text {inhom }}=\mathcal{F} \quad \text { in } \quad \mathbb{R}^{3} \times \mathbb{R}^{3} \times(0, T), \tag{4.1}
\end{equation*}
$$

where $d: \mathbb{R}^{3} \times[0, T] \rightarrow \mathbb{R}^{3}$ and $\mathcal{F}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ are given integrable functions, $d=d(x, t), \mathcal{F}=\mathcal{F}\left(x, v, t, f^{\text {inhom }}(x, v, t)\right)$, and $f^{\text {inhom }}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ is the unknown, $f^{\text {inhom }}=f^{\text {inhom }}(x, v, t)$. Here $(x, v) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ denotes a point in the position-velocity space called phase space and $t \geq 0$ denotes the time.

First we assume that $\mathcal{F}$ is independent of $f^{\text {inhom }}$ and $d=0$. We require an initial condition given by $f^{\text {inhom }}(x, v, 0)=f^{\text {inhom }, 0}(x, v)$. Assume it exists a classical solution to (4.1). Then we can find the explicit expression of the solution with the following method also described in Evans [40]. We fix $(x, v, t) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+}$ and consider the function $z(s):=f^{\text {inhom }}(x+s v, v, t+s)$ for $s \in \mathbb{R}^{+}$. Note that the arguments of $f^{\text {inhom }}$ in the definition of $z$ coincide with the characteristic curves of the homogeneous transport equation computed in example 1.1.1 in section 1.1. In this case we obtain for the derivative of $z$ with respect to $s$

$$
\begin{align*}
\frac{d}{d s} z(s) & =\partial_{t} f^{i n h o m}(x+s v, v, t+s)+v \cdot \nabla_{x} f^{i n h o m}(x+s v, v, t+s)  \tag{4.2}\\
& =\mathcal{F}(x+s v, v, t+s)
\end{align*}
$$

Consequently

$$
\begin{aligned}
f^{\text {inhom }}(x, v, t) & -f^{\text {inhom }, 0}(x-t v, v)=z(0)-z(-t)=\int_{-t}^{0} \frac{d}{d s} z(s) d s \\
& =\int_{-t}^{0} \mathcal{F}(x+s v, v, t+s)=\int_{0}^{t} \mathcal{F}(x+(s-t) v, v, s) d s
\end{aligned}
$$

So we obtain a solution of $f^{\text {inhom }}$ given by

$$
f^{i n h o m}(x, v, t)=f^{i n h o m, 0}(x-t v, v)+\int_{0}^{t} \mathcal{F}(x+(s-t) v, v, s) d s
$$

If $d(x, t) \neq 0$, we can define $g(x, v, t)=f^{i n h o m}(x, v, t) e^{\alpha(x, v, t)}$ with some differentiable function $\alpha(x, v, t)$ determined later. Then

$$
\begin{aligned}
\partial_{t} g(x, v, t) & =\partial_{t} f^{\text {inhom }}(x, v, t) e^{\alpha(x, v, t)}+f^{\text {inhom }}(x, v, t) e^{\alpha(x, v, t)} \partial_{t} \alpha(x, v, t) \\
& =\partial_{t} f^{\text {inhom }}(x, v, t) e^{\alpha(x, v, t)}+g(x, v, t) \partial_{t} \alpha(x, v, t),
\end{aligned}
$$

and

$$
\nabla_{x} g(x, v, t)=\nabla_{x} f^{i n h o m}(x, v, t) e^{\alpha(x, v, t)}+g(x, v, t) \nabla_{x} \alpha(x, v, t) .
$$

By using (4.1) we get

$$
\begin{aligned}
& \partial_{t} g(x, v, t)+v \cdot \nabla_{x} g(x, v, t) \\
& =\left(-d(x, t) f^{i n h o m}(x, v, t)+\mathcal{F}(x, v, t)\right) e^{\alpha(x, v, t)}+g(x, v, t)\left(\partial_{t} \alpha(x, v, t)+v \cdot \nabla_{x} \alpha(x, v, t)\right) \\
& =-d(x, t) g(x, v, t)+\mathcal{F}(x, v, t) e^{\alpha(x, v, t)}+g(x, v, t)\left(\partial_{t} \alpha(x, v, t)+v \cdot \nabla_{x} \alpha(x, v, t)\right) .
\end{aligned}
$$

Now choose $\alpha(x, v, t)$ such that

$$
\partial_{t} \alpha(x, v, t)+v \cdot \nabla_{x} \alpha(x, v, t)=d(x, t) \quad \text { and } \quad \alpha(x, v, 0)=0,
$$

so we choose $\alpha(x, v, t)$ as a solution of the inhomogeneous transport equation

$$
\alpha(x, v, t)=\int_{0}^{t} d(x+(s-t) v, s) d s
$$

The initial value of $\alpha$ is chosen such that $f^{i n h o m}$ and $g$ have the same initial values. Then $g$ solves

$$
\partial_{t} g(x, v, t)+v \cdot \nabla_{x} g(x, v, t)=\mathcal{F}(x, v, t) e^{\alpha(x, v, t)}
$$

or in integral form

$$
g(x, v, t)=g_{0}(x-t v, v)+\int_{0}^{t} \mathcal{F}(x+(s-t) v, v, s) e^{\alpha(x+(s-t) v \cdot v, s)} d s
$$

so

$$
\begin{aligned}
f^{i n h o m}(x, v, t) & =e^{-\alpha(x, v, t)} f^{\text {inhom }, 0}(x-t v, v, t) \\
& +e^{-\alpha(x, v, t)} \int_{0}^{t} \mathcal{F}(x+(s-t) v, v, s) e^{\alpha(x+(s-t) v, v, s)} d s
\end{aligned}
$$

also for $d \neq 0$. So we obtained a solution $f^{\text {inhom }}$ even for $d \neq 0$. If in addition $\mathcal{F}$ depends on $f^{i n h o m}$, we do not obtain a solution to $f^{i n h o m}$ with this strategy but an integral equation for $f^{i n h o m}$ given by

$$
\begin{align*}
f^{\text {inhom }}(x, v, t) & =e^{-\alpha(x, v, t)} f^{\text {inhom }, 0}(x-v t, v, t) \\
& +e^{-\alpha(x, v, t)} \int_{0}^{t} \mathcal{F}\left(x+(s-t) v, v, s, f^{\text {inhom }}(x, v, t)\right) e^{\alpha(x+(s-t) v, v, s)} d s . \tag{4.3}
\end{align*}
$$

This integral equation is equivalent to equation 4.1 for classical solutions and smooth functions $\mathcal{F}$, finhom, 0 and $d$. But (4.3) can also have solutions with lower regularity. We call this solutions mild solutions.

Definition 4.1.1. Let $f^{\text {inhom }, 0}$ be measurable, then we call $f^{\text {inhom }}$ a mild solution to (4.1) if and only if

- For almost all $x, v$ we have $\mathcal{F}\left(x-v s, v, s, f^{\text {inhom }}(x-v s, v, s)\right), d(x-v s, s) \in$ $L^{1}(0, T)$.
- For all $t \in[0, T)$ and for almost all $x, f^{\text {inhom }}$ satisfies

$$
\begin{aligned}
& f^{\text {inhom }}(x, v, t)=f^{\text {inhom }, 0}(x-v t, v, t) \\
& +e^{-\alpha(x, v, t)} \int_{0}^{t} \mathcal{F}\left(x+(s-t) v, v, s, f^{\text {inhom }}(x+(s-t) v, v, t)\right) e^{\alpha(x+(s-t) v, v, s)} d s
\end{aligned}
$$

### 4.1.2 Connection to weak solutions

Another commonly used extension to a solution with lower regularity is given by weak solutions, especially in the study of the macroscopic equations. In this section we want to compare the notion of mild solutions with weak solutions in the sense of distributions.

Definition 4.1.2 (Test functions). We define $\mathcal{D}=\mathcal{D}\left([0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3}\right)$ as the space of all $C^{\infty}\left([0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3}\right)$ functions with compact support in $[0, T) \times \mathbb{R}^{3} \times \mathbb{R}^{3}$, where by saying that the support is compact in $[0, T)$, we mean that the support can include 0 , but must not contain $T$.

Definition 4.1.3 (Weak solution). By saying that $f^{\text {inhom }}$ solves (4.1) in $\mathcal{D}^{\prime}$ we mean that for all $\phi \in \mathcal{D}$ we have

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} f^{i n h o m}( & \left.-\partial_{t} \phi-v \cdot \nabla_{x} \phi+d \phi\right) d x d v d t-\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} f^{\text {inhom,0 }} \phi(0, x, v) d x d v \\
& =\int_{0}^{T} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x, v, t, f^{\text {inhom }}(x, v, t)\right) \phi d x d v d t
\end{aligned}
$$

This makes sense for $f^{\text {inhom }} \in L^{1}$ if we have the conditions on the coefficients

$$
d \in L_{l o c}^{1}, \mathcal{F} \in L_{l o c}^{1}
$$

We call such a solution weak solution or solution in the sense of distributions.
We have the following equivalence between mild and weak solutions.
Theorem 4.1.1. If finhom $\in L_{\text {loc }}^{1}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T)\right)$ and $\mathcal{F} \in L_{l o c}^{1}\left(\mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T) \times \mathbb{R}\right)$, then mild and distributional solutions are equivalent.

Proof. The proof is given in [9] but for $\mathcal{F}$ independent of $f^{\text {inhom }}$. We want to show the proof here but for $\mathcal{F}$ dependent of $f^{\text {inhom }}$. Without loss of generality we assume $d=0$. Otherwise we can merge it into $\mathcal{F}$. Let $f^{i n h o m}$ be a distributional solution in the sense of definition 4.1.3. Fix a test function $\phi \in \mathcal{D}\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right)$. Let $\rho_{n} \in \mathcal{D}([0, T))$, $n \in \mathbb{N}$ with $\rho_{n}(0)=0$ and $\rho_{n} \rightarrow \mathbf{1}_{\left[t_{1}, t_{2}\right]}$ in $\mathcal{D}^{\prime}([0, T))$. The definition of convergence in the sense of distributions can be found for example in definition 16.2 in volume 2 of [33]. Then we obtain

$$
\begin{align*}
0 & =\left\langle\partial_{t} f^{\text {inhom }}+v \cdot \nabla_{x} f^{\text {inhom }}-\mathcal{F}, \phi(x-v t, v) \rho_{n}(t)\right\rangle \\
& =-\left\langle f^{i n h o m},\left(\partial_{t}+v \cdot \nabla_{x}\right)\left(\phi(x-v t, v) \rho_{n}(t)\right)\right\rangle-\left\langle\mathcal{F}, \phi(x-v t) \rho_{n}(t)\right\rangle \\
& =-\left\langle f^{\text {inhom }}, \rho_{n}(t)\left(\partial_{t}+v \cdot \nabla_{x}\right) \phi(x-v t, v)+\phi(x-v t) \rho_{n}^{\prime}(t)\right\rangle-\left\langle\mathcal{F}, \phi(x-v t) \rho_{n}(t)\right\rangle \\
& =-\left\langle f^{\text {inhom }}(x+v t, v, t), 0+\phi \rho_{n}^{\prime}(t)\right\rangle-\left\langle\mathcal{F}\left(x+v t, v, t, f^{\text {inhom }}(x+v t, v, t)\right), \phi \rho_{n}(t)\right\rangle . \tag{4.4}
\end{align*}
$$

Here, the notation $\langle\cdot\rangle$ is the action of distributions in $\mathcal{D}^{\prime}\left([0, T) \times \mathbb{R}^{3} \times \mathbb{R}^{3}\right)$. The equality $\left(\partial_{t}+v \cdot \nabla_{x}\right) \phi(x-t v, v)=0$ follows from the chain rule applied to the smooth function
$\phi$. The last equality follows from a change of variables in the integrations. As $\phi$ was arbitrary, we have

$$
\begin{equation*}
\int_{0}^{T}\left(\rho_{n}(t) \mathcal{F}\left(x+v t, v, t, f^{i n h o m}(x+v t, v, t)\right)+\rho_{n}^{\prime}(t) f^{i n h o m}(x+v t, v, t)\right) d t=0 \tag{4.5}
\end{equation*}
$$

for almost all $(x, v)$. We then let $n \rightarrow \infty$ to obtain that for almost all $x$

$$
\begin{align*}
f^{\text {inhom }}\left(x+v t_{2}, v, t_{2}\right) & -f^{\text {inhom }}\left(x+v t_{1}, v, t_{1}\right) \\
& =\int_{t_{1}}^{t_{2}} \mathcal{F}\left(x+v s, v, s, f^{\text {inhom }}(x+v s, v, s)\right) d s \tag{4.6}
\end{align*}
$$

which is equivalent to
$f^{i n h o m}(x, v, t)-f^{i n h o m}(x-v t, v, 0)=\int_{0}^{t} \mathcal{F}\left(x+v(s-t), v, s, f^{i n h o m}(x+v(s-t)) d s\right.$,
for $t=t_{2}$ and $t_{1}=0$ and a change in the notation $x+v t$ to $x$. The converse comes from reversing this argument. We start with equation (4.6). We take an arbitrary test function $\phi \in \mathcal{D}\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right)$. We obtain

$$
\begin{array}{r}
\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} f^{\text {inhom }}\left(x+v t_{2}, v, t_{2}\right) \phi(x, v) d x d y=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} f^{\text {inhom }}\left(x+v t_{1}, v, t_{1}\right) \phi(x, v) d x d v \\
+\int_{t_{1}}^{t_{2}} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x+v s, v, s, f^{i n h o m}(x+v s, v, s)\right) \phi(x, v) d x d v d s
\end{array}
$$

Take any $\psi \in \mathcal{D}([0, T))$ and fix $t_{1}=0, t_{2}=\tau$. Multiply the obtained equation by $\psi^{\prime}(\tau)$ and integrate with respect to $\tau$.

$$
\begin{aligned}
&\left\langle f^{\text {inhom }}(x+v \tau, v, \tau) \phi(x, v) \psi^{\prime}(\tau)\right\rangle-\iint \mathcal{F}\left(x, v, 0, f^{\text {inhom }}(x, v, t)\right) \phi(x, v) \psi(0) d x d v \\
&= \int_{0}^{T} \int_{0}^{\tau} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x+v s, v, s, f^{\text {inhom }}(x+v s, v, s)\right) \phi(x, v) \psi^{\prime}(\tau) d x d v d s d \tau \\
&= \int_{0}^{T} \int_{s}^{T} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x+v s, v, s, f^{\text {inhom }}(x+v s, v, s)\right) \phi(x, v) \psi^{\prime}(\tau) d x d v d s d \tau \\
&= \int_{0}^{T} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x+v s, v, s, f^{\text {inhom }}(x+v s, v, s)\right) \phi(x, v) \int_{s}^{T} \psi^{\prime}(\tau) d \tau d x d v d s \\
&=-\int_{0}^{T} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \mathcal{F}\left(x+v s, v, s, f^{\text {inhom }}(x+v s, v, s)\right) \phi(x, v) \psi(s) d x d v d s \\
&=-\left\langle\mathcal{F}\left(x+v s, v, s, f^{i n h o m}(x+v s, v, s)\right) \phi(x, v) \psi(s)\right\rangle .
\end{aligned}
$$

So we obtain by changing the notation of the variable $s$ into $\tau$ in the last integral

$$
\begin{aligned}
\left\langle f^{\text {inhom }}(x\right. & \left.+v \tau, v, \tau) \phi(x, v) \psi^{\prime}(\tau)\right\rangle-\iint \mathcal{F}\left(x, v, 0, f^{i n h o m}(x, v, t)\right) \phi(x, v) \psi(0) d x d v \\
& =-\left\langle\mathcal{F}\left(x+v \tau, v, \tau, f^{i n h o m}(x+v \tau, v, \tau)\right) \phi(x, v) \psi(\tau)\right\rangle
\end{aligned}
$$

The corresponds to the last line in (4.4) equal to zero for arbitrary test functions plus a term with additional initial values since the general test function has not be have zero initial data and can be transformed to the first line first line of (4.4) with the same calculation done in (4.4) but in the reversed direction. All in all, we obtain that $f^{\text {inhom }}$ is a weak solution according to the definition 4.1.3.

Remark 4.1.1. This theorem can be easily extended to a system of two equations

$$
\partial_{t} f_{k}^{\text {inhom }}+v \cdot \nabla_{x} f_{k}^{\text {inhom }}+d_{k} f_{k}^{\text {inhom }}=\mathcal{F}_{k} \quad \text { in } \quad \mathbb{R}^{3} \times \mathbb{R}^{3} \times(0, T), \quad k=1,2,
$$

where $d_{k}: \mathbb{R}^{3} \times[0, T] \rightarrow \mathbb{R}^{3}$ and $\mathcal{F}_{k}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are given functions, $d_{k}=d_{k}(x, t), \mathcal{F}_{k}=\mathcal{F}_{k}\left(x, v, t, f_{1}^{\text {inhom }}(x, v, t), f_{2}^{\text {inhom }}(x, v, t)\right)$, and $f_{k}^{\text {inhom }}:$ $\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ are the unknown, $f_{k}^{\text {inhom }}=f_{k}^{\text {inhom }}(x, v, t), k=1,2$. In the next sections we will see that the BGK model for gas mixtures presented in chapter 2 satisfies the requirements of theorem 4.1.1. Therefore the existence and uniqueness of mild solutions of the model proposed in chapter 2 is equivalent to the existence and uniqueness of weak solutions.

### 4.2 BGK models for mixtures

In this section we will repeat the two types of BGK models for gas mixtures, the one from chapter 2 developed by Klingenberg, Pirner and Puppo and the one in [1] by Andries, Aoki and Perthame such that this chapter can be read independently of the other chapters.

### 4.2.1 BGK approximation for mixtures with two collision terms

We will repeat the definitions which are needed to follow this chapter such that it is possible to read this chapter independently. Since we consider a mixture composed of two different species, our kinetic model has two distribution functions $f_{1}(x, v, t)>0$ and $f_{2}(x, v, t)>0$ where $x \in \mathbb{R}^{N}$ and $v \in \mathbb{R}^{N}, N \in \mathbb{N}$ are the phase space variables and $t \geq 0$ the time. Note, that the proof of existence, uniqueness and positivity is independent of the dimension. So we replace the dimension 3 from the previous chapters by the variable dimension $N$.

Furthermore, for any $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{N} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{N}$ with $\left(1+|v|^{2}\right) f_{1},(1+$ $\left.|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}, k=1,2$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{4.7}\\
v \\
m_{k}\left|v-u_{k}\right|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
N n_{k} T_{k}
\end{array}\right), \quad k=1,2
$$

where $n_{k}$ is the number density, $u_{k}$ the mean velocity and $T_{k}$ the mean temperature of species $k, k=1,2$. Note that we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is Boltzmann's constant.

We consider the model presented in chapter 2 given by

$$
\begin{align*}
\partial_{t} f_{1}+\nabla_{x} \cdot\left(v f_{1}\right) & =\nu_{11} n_{1}\left(M_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right), \\
\partial_{t} f_{2}+\nabla_{x} \cdot\left(v f_{2}\right) & =\nu_{22} n_{2}\left(M_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right), \\
f_{1}(t=0) & =f_{1}^{0}  \tag{4.8}\\
f_{2}(t=0) & =f_{2}^{0}
\end{align*}
$$

with the Maxwell distributions

$$
\begin{align*}
& M_{k}(x, v, t)=\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}}}{ }^{-} \\
& \operatorname{lng}\left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=1,2,  \tag{4.9}\\
& M_{12}(x, v, t)=\frac{n_{12}}{\sqrt{2 \pi \frac{T_{12}}{m_{1}}} N} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{T_{12}}{m_{1}}}\right), \\
& M_{21}(x, v, t)=\frac{n_{21}}{\sqrt{2 \pi \frac{T_{21}}{m_{2}}}} N
\end{align*}
$$

Within the next page the unknown variables will be explained. $\nu_{11} n_{1}$ and $\nu_{22} n_{2}$ are the collision frequencies of the particles of each species with itself, while $\nu_{12} n_{2}$ and $\nu_{21} n_{1}$ are related to interspecies collisions. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{equation*}
\nu_{12}=\varepsilon \nu_{21}, \quad 0<\varepsilon \leq 1 \tag{4.10}
\end{equation*}
$$

The restriction on $\varepsilon$ is without loss of generality. If $\varepsilon>1$, exchange the notation 1 and 2 and choose $\frac{1}{\varepsilon}$. In addition, we assume that all collision frequencies are positive. For the existence and uniqueness proof we assume the following restrictions on our collision frequencies

$$
\begin{equation*}
\nu_{j k}(x, t) n_{k}(x, t)=\tilde{\nu}_{j k} \frac{n_{k}(x, t)}{n_{1}(x, t)+n_{2}(x, t)}, \quad j, k=1,2 \tag{4.11}
\end{equation*}
$$

with constants $\tilde{\nu}_{11}, \tilde{\nu}_{12}, \tilde{\nu}_{21}, \tilde{\nu}_{22}>0$. This means that the collision frequencies are given by a constant times the relative density. This makes also sense from the physical point of view. The collision frequencies are related to the speed of relaxation to equilibrium. The speed of the different types of relaxations due to different types of interactions depends on the proportion of the densities compared to the total densities and not from the total values of the densities.

The Maxwell distributions $M_{1}$ and $M_{2}$ in (4.9) have the same moments as $f_{1}$ and $f_{2}$, respectively. With this choice, we guarantee the conservation of mass, momentum and energy in interactions of one species with itself (see section 2.1.5). The remaining parameters $n_{12}, n_{21}, u_{12}, u_{21}, T_{12}$ and $T_{21}$ will be determined using conservation of the number of particles, of total momentum and total energy, together with some symmetry considerations. If we assume that

$$
\begin{equation*}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \tag{4.12}
\end{equation*}
$$

we have conservation of the number of particles, see theorem 2.1.1. If we further assume that $u_{12}$ is a linear combination of $u_{1}$ and $u_{2}$

$$
\begin{equation*}
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R} \tag{4.13}
\end{equation*}
$$

then we have conservation of total momentum provided that

$$
\begin{equation*}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right), \tag{4.14}
\end{equation*}
$$

see theorem 2.1.2. If we further assume that $T_{12}$ is of the following form

$$
\begin{equation*}
T_{12}=\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0 \tag{4.15}
\end{equation*}
$$

then we have conservation of total energy provided that

$$
\begin{array}{r}
T_{21}=\left[\frac{1}{N} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}  \tag{4.16}\\
+\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2},
\end{array}
$$

see theorem 2.1.3. In order to ensure the positivity of all temperatures, we need to restrict $\delta$ and $\gamma$ to

$$
\begin{equation*}
0 \leq \gamma \leq \frac{m_{1}}{N}(1-\delta)\left[\left(1+\frac{m_{1}}{m_{2}} \varepsilon\right) \delta+1-\frac{m_{1}}{m_{2}} \varepsilon\right] \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{m_{1}}{m_{2}} \varepsilon-1}{1+\frac{m_{1}}{m_{2}} \varepsilon} \leq \delta \leq 1 \tag{4.18}
\end{equation*}
$$

see theorem 2.1.4 in chapter 2 for $N=3$.
In the following, we want to study mild solutions of (4.8).
Definition 4.2.1. We call $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ a mild solution to (4.8) under the conditions of the collision frequencies (4.11) if and only if $f_{1}, f_{2}$ satisfy

$$
\begin{aligned}
& f_{k}(x, v, t)=e^{-\alpha_{k}(x, v, t)} f_{k}^{0}(x-t v, v) \\
& +e^{-\alpha_{k}(x, v, t)} \int_{0}^{t}\left[\tilde{\nu}_{k k} \frac{n_{k}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)} M_{k}(x+(s-t) v, v, s)\right. \\
& \left.+\tilde{\nu}_{k j} \frac{n_{j}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)} M_{k j}(x+(s-t) v, v, s)\right] e^{\alpha_{k}(x+(s-t) v, v, s)} d s,
\end{aligned}
$$

where $\alpha_{k}$ is given by

$$
\begin{aligned}
\alpha_{k}(x, v, t)= & \int_{0}^{t}\left[\tilde{\nu}_{k k} \frac{n_{k}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)}\right. \\
& \left.+\tilde{\nu}_{k j} \frac{n_{j}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)}\right] d s,
\end{aligned}
$$

for $k, j=1,2, k \neq j$.
By construction, a classical solution is always a mild solution. But in order to also allow solutions with a lower regularity, in the following, we want to study existence, uniqueness and positivity of mild solutions.

### 4.2.2 BGK approximation for mixtures with one collision term

The next model describes a gas mixture of Maxwellian molecules, but it contains only one term on the right-hand side [1].

$$
\begin{aligned}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right)\left(M^{(1)}-f_{1}\right), \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\left(\nu_{22} n_{1}+\nu_{21} n_{1}\right)\left(M^{(2)}-f_{2}\right)
\end{aligned}
$$

The Maxwell distributions are given by

$$
M^{(k)}=\frac{n_{k}}{\sqrt{2 \pi{\frac{T^{(k)}}{m_{k}}}^{3}}} \exp \left(-\frac{m_{k}\left|v-u^{(k)}\right|^{2}}{2 T^{(k)}}\right), \quad k=1,2,
$$

with the interspecies velocities

$$
u^{(k)}=u_{k}+2 \frac{m_{j}}{m_{k}+m_{j}} \frac{\chi_{k j}}{\nu_{k k} n_{k}+\nu_{k j} n_{j}} n_{j}\left(u_{k}-u_{j}\right), \quad k, j=1,2, k \neq j,
$$

and the interspecies temperatures

$$
\begin{align*}
T^{(k)} & =T_{k}-\frac{m_{k}}{3}\left|u^{(k)}-u_{k}\right|^{2} \\
& +\frac{2}{3} \frac{m_{k} m_{j}}{\left(m_{k}+m_{j}\right)^{2}} \frac{4 \chi_{k j}}{\nu_{k k} n_{k}+\nu_{k j} n_{j}} n_{j}\left(\frac{3}{2}\left(T_{k}-T_{j}\right)+m_{k} \frac{\left|u_{j}-u_{k}\right|^{2}}{2}\right),  \tag{4.19}\\
& \text { for } k, j=1,2, k \neq j
\end{align*}
$$

where $\chi_{12}, \chi_{21}, \nu_{12}$ and $\nu_{21}$ are parameters which are related to the differential cross section. For the detailed expressions see [1]. We still assume for the existence proof that the collision frequencies have the shape given in (4.11).
Definition 4.2.2. We call $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ a mild solution to (8.2) under the conditions of the collision frequencies (4.11) if and only if $f_{1}, f_{2}$ satisfy

$$
\begin{aligned}
& f_{k}(x, v, t)=e^{-\alpha_{k}(x, v, t)} f_{k}^{0}(x-t v, v) \\
& +e^{-\alpha_{k}(x, v, t)} \int_{0}^{t}\left[\tilde{\nu}_{k k} \frac{n_{k}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)}\right. \\
& \left.\left.+\tilde{\nu}_{k j} \frac{n_{j}(x+(s-t) v, s)}{n_{k}(x+(s-t) v, s)+n_{j}(x+(s-t) v, s)}\right] M^{(k)}(x+(s-t) v, v, s)\right] e^{\alpha_{k}(x+(s-t) v, v, s)} d s,
\end{aligned}
$$

where $\alpha_{k}$ is given given as in definition 4.2.1, $k, j=1,2, k \neq j$.

### 4.3 Existence and uniqueness of mild solutions for the two species BGK model

In section 4.3.1, we start considering several estimates on the macroscopic quantities which we will use in section 4.3 .2 for the existence and uniqueness of mild solutions. This will be done for the model described in section 4.2.1. The proof for the model presented in section 4.2 .2 is very similar. So we just illustrate this in remarks.

### 4.3.1 Estimates on the macroscopic quantities

First, we present some estimates on macroscopic quantities which we need later for the existence and uniqueness proof.

Theorem 4.3.1. For any pair of functions $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$, we define the moments and macroscopic parameters as in (4.7), (4.13), (4.14), (4.15) and (4.16) and set

$$
\begin{equation*}
N_{q}\left(f_{k}\right)=\sup _{v}|v|^{q} f_{k}(v), \quad q \geq 0, k=1,2 . \tag{4.20}
\end{equation*}
$$

Then the following estimates hold
(i.1) $\frac{n_{k}}{T_{k}^{N / 2}} \leq C N_{0}\left(f_{k}\right)$ for $k=1,2$,
(i.2) $\frac{n_{1}}{T_{12}^{N / 2}} \leq C N_{0}\left(f_{1}\right)$,
(i.3) $\frac{n_{2}}{T_{21}^{N / 2}} \leq C N_{0}\left(f_{2}\right)$.

Proof. The proof of (i.1) is exactly the same as the proof of the inequality (2.2) in [70]. We want to repeat it here for the convenience of the reader. We consider $n_{k}=\int f_{k}(v) d v$ for $k=1,2$. We split the integration with respect to the velocity $v$ into $\left|u_{k}-v\right|>R_{k}$ and $\left|u_{k}-v\right| \leq R_{k}$ for some $R_{k}$ determined later. Then in the first integral we have $1<\frac{\left|u_{k}-v\right|^{2}}{R_{k}^{2}}$ and obtain

$$
n_{k} \leq \frac{1}{R_{k}^{2}} \int_{\left|u_{k}-v\right|>R_{k}}\left|v-u_{k}\right|^{2} f_{k}(v) d v+\int_{\left|u_{k}-v\right| \leq R_{k}} f_{k}(v) d v .
$$

The first integral is linked to the temperature $T_{k}$ defined by (4.7) and the second integral can be estimated by the supremum of $f_{k}$. So

$$
n_{k} \leq \frac{n_{k} N T_{k}}{m_{k} R_{k}^{2}}+C R_{k}^{N} N_{0}\left(f_{k}\right)
$$

Now we choose $R_{k}$ as $R_{k}=\left(\frac{n_{k} T_{k}}{N_{0}\left(f_{k}\right)}\right)^{\frac{1}{N+2}}$ and obtain

$$
n_{k} \leq C\left(n_{k} N T_{k}\right)^{\frac{N}{N+2}}\left(N_{0}\left(f_{k}\right)\right)^{\frac{2}{N+2}}
$$

which is equivalent to condition (i.1).
We deduce the estimate (i.2) and (i.3) from (i.1). Furthermore, since we assumed that $f_{1}, f_{2} \geq 0, \gamma \geq 0,0 \leq \alpha \leq 1, \varepsilon \leq 1$ and condition (4.17) both the temperatures
$T_{1}$ and $T_{2}$ and all coefficients in $T_{12}$ and $T_{21}$ are positive. All in all, with (i.1) this leads to the estimates

$$
\begin{aligned}
& \frac{n_{1}}{T_{12}^{N / 2}}=\frac{n_{1}}{\left(\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}\right)^{N / 2}} \leq \frac{n_{1}}{\alpha^{N / 2} T_{1}^{N / 2}} \leq C N_{0}\left(f_{1}\right), \\
& \frac{n_{2}}{T_{21}^{N / 2}} \\
& =\frac{n_{2}}{\left(\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2}+\left[\frac{1}{N} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}\right)^{N / 2}} \\
& \leq \frac{n_{2}}{(1-\varepsilon(1-\alpha))^{N / 2} T_{2}^{N / 2}} \leq C N_{0}\left(f_{2}\right) .
\end{aligned}
$$

Remark 4.3.1. Similar estimates as (i.2) and (i.3) can also be obtained for $T^{(1)}, T^{(2)}$ from (4.19) in the model presented in section 4.2 .2 in an analogously way if the coefficient in front of $\left|u_{1}-u_{2}\right|^{2}$ in (4.19) is non-negative meaning $\frac{\chi_{12} n_{2}}{\nu_{11} n_{1}+\nu_{12} n_{2}} \leq 1$ and $\frac{\chi_{21} n_{1}}{\nu_{22} n_{2}+\nu_{21} n_{1}} \leq 1$. This is reasonable in order to ensure the positivity of the temperatures $T^{(1)}$ and $T^{(2)}$.

Theorem 4.3.2. For any pair of functions $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$, we define the moments as in (4.7), (4.13), (4.14), (4.15) and (4.16), then we have
(ii.1) $n_{k}\left(T_{k}+\left|u_{k}\right|^{2}\right)^{\frac{q-N}{2}} \leq C_{q} N_{q}\left(f_{k}\right)$ for $q>N+2, k=1,2$,
(ii.2) $n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right)^{\frac{q-N}{2}} \leq C_{q}\left(N_{q}\left(f_{1}\right)+\frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)\right)$ for $q>N+2$,

$$
\begin{equation*}
n_{2}\left(T_{21}+\left|u_{21}\right|^{2}\right)^{\frac{q-N}{2}} \leq C_{q}\left(\frac{n_{2}}{n_{1}} N_{q}\left(f_{1}\right)+N_{q}\left(f_{2}\right)\right) \text { for } q>N+2 . \tag{ii.3}
\end{equation*}
$$

Proof. The proof of (ii.1) is exactly the same as the proof of the inequality (2.3) in [70]. We want to repeat it here for the convenience of the reader. We consider $n_{k}\left(N T_{k}+\left|u_{k}\right|^{2}\right)=\int|v|^{2} f_{k}(v) d v$ for $k=1,2$. We split the integration with respect to the velocity $v$ into $|v|>R_{k}$ and $|v| \leq R_{k}$ for some $R_{k}$ determined later. We obtain

$$
n_{k}\left(N T_{k}+\left|u_{k}\right|^{2}\right) \leq \int_{|v|>R_{k}} \frac{|v|^{q}}{|v|^{q-2}} f_{k}(v) d v+\int_{|v| \leq R_{k}}|v|^{2} f_{k}(v) d v .
$$

Since $q>N+2$, we can estimate the integral $\int_{|v|>R_{k}} \frac{1}{|v|^{q-2}} d v$ from above by $C_{q} R_{k}^{N-q+2}$. In the second integral we use that $|v|^{2} \leq R_{k}^{2}$. Then we get

$$
n_{k}\left(N T_{k}+\left|u_{k}\right|^{2}\right) \leq C R_{k}^{N-q+2} N_{q}\left(f_{k}\right)+n_{k} R_{k}^{2} .
$$

Now we choose $R_{k}$ as $R_{k}=\left(\frac{n_{k}}{N_{q}\left(f_{k}\right)}\right)^{\frac{1}{N-q}}$ and obtain

$$
n_{k}\left(N T_{k}+\left|u_{k}\right|^{2}\right) \leq C\left(n_{k}\right)^{1-\frac{2}{q-N}}\left(N_{q}\left(f_{k}\right)\right)^{\frac{2}{q-N}} .
$$

Since $f_{k} \geq 0$, we have $n_{k}\left(T_{k}+\left|u_{k}\right|^{2}\right) \leq n_{k}\left(N T_{k}+\left|u_{k}\right|^{2}\right)$ and we can deduce the required inequality (ii.1).

In order to prove (ii.2), estimate $n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right)$ using that $f_{k} \geq 0$, (4.13) and (4.15) by

$$
\begin{aligned}
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) & \leq n_{1}\left(N T_{12}+\left|u_{12}\right|^{2}\right) \\
& =n_{1}\left(\alpha N T_{1}+(1-\alpha) N T_{2}+N \gamma\left|u_{1}-u_{2}\right|^{2}+\left|\delta u_{1}+(1-\delta) u_{2}\right|^{2}\right) \\
& =n_{1}\left(\alpha N T_{1}+(1-\alpha) N T_{2}+\left(\delta^{2}+N \gamma\right)\left|u_{1}\right|^{2}+\left((1-\delta)^{2}+N \gamma\right)\left|u_{2}\right|^{2}\right. \\
& +2(\delta(1-\delta)-N \gamma) u_{1} \cdot u_{2} .
\end{aligned}
$$

Using that $\left|u_{1}+u_{2}\right|^{2} \geq 0$ and $\left|u_{1}-u_{2}\right|^{2} \geq 0$, we can estimate the term $(\delta(1-\delta)-$ $N \gamma) u_{1} \cdot u_{2}$ from above by $|\delta(1-\delta)-N \gamma| \frac{1}{2}\left(\left|u_{1}\right|^{2}+\left|u_{2}\right|^{2}\right)$ and obtain

$$
\begin{aligned}
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) & \leq n_{1}\left[\alpha N T_{1}+\left(\delta^{2}+N \gamma+|\delta(1-\delta)-N \gamma|\right)\left|u_{1}\right|^{2}+(1-\alpha) N T_{2}\right. \\
& +\left((1-\delta)^{2}+N \gamma+|\delta(1-\delta)-N \gamma|\right)\left|u_{2}\right|^{2} \\
& \leq n_{1}\left[\max \left\{\alpha, \delta^{2}+N \gamma+|\delta(1-\delta)-N \gamma|\right\}\left(N T_{1}+\left|u_{1}\right|^{2}\right)\right] \\
& \left.+\max \left\{1-\alpha,\left((1-\delta)^{2}+N \gamma+|\delta(1-\delta)-N \gamma|\right)\right\}\left(N T_{2}+\left|u_{2}\right|^{2}\right)\right]
\end{aligned}
$$

Set $A_{1}:=\max \left\{\alpha, \delta^{2}+N \gamma+|\delta(1-\delta)-N \gamma|\right\}$ and $A_{2}:=\max \left\{1-\alpha,(1-\delta)^{2}+N \gamma+\right.$ $|\delta(1-\delta)-N \gamma|\}$. Then

$$
\begin{aligned}
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) & \leq n_{1}\left[A_{1}\left(N T_{1}+\left|u_{1}\right|^{2}\right)+A_{2}\left(N T_{2}+\left|u_{2}\right|^{2}\right)\right] \\
& =A_{1} \int|v|^{2} f_{1}(v) d v+A_{2} \frac{n_{1}}{n_{2}} \int|v|^{2} f_{2}(v) d v
\end{aligned}
$$

We split the integration with respect to the velocity $v$ into $|v|>R_{12}$ and $|v| \leq R_{12}$ for some $R_{12}$ determined later. We obtain

$$
\begin{aligned}
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) \leq & \int_{|v|>R_{12}} \frac{|v|^{q}}{|v|^{q-2}}\left(A_{1} f_{1}(v)+A_{2} \frac{n_{1}}{n_{2}} f_{2}(v)\right) d v \\
& +\int_{|v| \leq R_{12}}|v|^{2}\left(A_{1} f_{1}(v)+A_{2} \frac{n_{1}}{n_{2}} f_{2}(v)\right) d v
\end{aligned}
$$

Again, since $q>N+2$, we can estimate the integral $\int_{|v|>R_{12}} \frac{1}{|v|^{q-2}} d v$ from above by $C_{q} R_{12}^{N-q+2}$. In the second integral we use that $|v|^{2} \leq R_{12}^{2}$. Then we get

$$
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) \leq C R_{12}^{N-q+2}\left(A_{1} N_{q}\left(f_{1}\right)+A_{2} \frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)\right)+C n_{1} R_{12}^{2}
$$

Now we choose $R_{12}=\left(\frac{n_{1}}{A_{1} N_{q}\left(f_{1}\right)+A_{2} \frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)}\right)^{\frac{1}{N-q}}$ and obtain

$$
n_{1}\left(T_{12}+\left|u_{12}\right|^{2}\right) \leq C n_{1}^{1-\frac{2}{q-N}}\left(A_{1} N_{q}\left(f_{1}\right)+\frac{n_{1}}{n_{2}} A_{2} N_{q}\left(f_{2}\right)\right)^{\frac{2}{q-N}}
$$

which is equivalent to the required estimate (ii.2). The proof of $(i i .3)$ is similar to the proof of (ii.2).

Lemma 4.3.3. For any pair of functions $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$, we define the moments as in (4.7), (4.13), (4.14), (4.15) and (4.16). Let $q \in \mathbb{N}$ or $q-\frac{1}{2} \in \mathbb{N}$, then there exists a constant $A>0$ such that

$$
\begin{gathered}
\left|\delta u_{1}+(1-\delta) u_{2}\right|^{q} \leq A\left|u_{1}\right|^{q}+A\left|u_{2}\right|^{q} \\
\left(\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}\right)^{q} \leq A\left(T_{1}^{q}+T_{2}^{q}+\left|u_{1}-u_{2}\right|^{2 q}\right)
\end{gathered}
$$

Proof. We prove the statement per induction with respect to $q$. We just prove the first inequality, the proof of the second one is similar to the first one. For $q=1$ the statement is true, since it is the triangle inequality. Assume now that it is true for a fixed $q \in \mathbb{N}$. Then we get for $q+1$

$$
\left|\delta u_{1}+(1-\delta) u_{2}\right|^{q+1}=\left|\delta u_{1}+(1-\delta) u_{2}\right|^{q}\left|\delta u_{1}+(1-\delta) u_{2}\right| .
$$

With the assumption that the statement is true for this fixed $q$ and for $q=1$, we obtain

$$
\begin{aligned}
\left|\delta u_{1}+(1-\delta) u_{2}\right|^{q+1} & \leq\left(A\left|u_{1}\right|^{q}+A\left|u_{2}\right|^{q}\right)\left(\tilde{A}\left|u_{1}\right|+\tilde{A}\left|u_{2}\right|\right) \\
& =A \tilde{A}\left|u_{1}\right|^{q+1}+A \tilde{A}\left|u_{2}\right|^{q+1}+A \tilde{A}\left|u_{1}\right|^{q}\left|u_{2}\right|+A \tilde{A}\left|u_{2}\right|^{q}\left|u_{1}\right|
\end{aligned}
$$

for some constants $A, \tilde{A}>0$. The requirement that there exists a constant $\hat{A}$ such that this expression is less or equal to

$$
\hat{A}\left|u_{1}\right|^{q+1}+\hat{A}\left|u_{2}\right|^{q+1}
$$

is equivalent to

$$
(A \tilde{A}-\hat{A})\left|u_{1}\right|^{q+1}+(A \tilde{A}-\hat{A})\left|u_{2}\right|^{q+1}+A \tilde{A}\left|u_{1}\right|^{q}\left|u_{2}\right|+A \tilde{A}\left|u_{2}\right|^{q}\left|u_{1}\right| \leq 0
$$

Choose $\hat{A}=2 A \tilde{A}$. Then the inequality is equivalent to

$$
-A \tilde{A}\left|u_{1}\right|^{q+1}-A \tilde{A}\left|u_{2}\right|^{q+1}+A \tilde{A}\left|u_{1}\right|^{q}\left|u_{2}\right|+A \tilde{A}\left|u_{2}\right|^{q}\left|u_{1}\right| \leq 0
$$

which is equivalent to

$$
A \hat{A}\left(\left|u_{1}\right|^{q}-\left|u_{2}\right|^{q}\right)\left(\left|u_{2}\right|-\left|u_{1}\right|\right) \leq 0
$$

which is a true statement since $q>1$.
The proof for $q$ with $q-\frac{1}{2} \in \mathbb{N}$ is similar with induction starting with $q=\frac{1}{2}$. For $q=\frac{1}{2}$ it is right, since it is the triangle inequality for the Euclidean norm.

Theorem 4.3.4. For any pair of functions $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v), f_{1}, f_{2} \geq 0$, we define the moments as in (4.7), (4.13), (4.14), (4.15) and (4.16), then we have (iii.1) $\frac{n_{k}\left|u_{k}\right|^{N+q}}{\left[\left(T_{k}+\left|u_{k}\right|^{2}\right) T_{k}\right]^{N / 2}} \leq C_{q} N_{q}\left(f_{k}\right)$ for any $q>1, k=1,2$,
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(iii.2) $\frac{n_{1}\left|u_{12}\right|^{q}}{T_{12}^{N / 2}} \leq n_{1} C\left(\frac{\left|u_{1}\right|^{q}}{\left(T_{1}\right)^{N / 2}}+\frac{\left|u_{2}\right|^{q}}{\left(T_{2}\right)^{N / 2}}\right)$ for any $q>1$,
(iii.3) $\frac{n_{2}\left|u_{21}\right|^{q}}{T_{21}^{N / 2}} \leq n_{2} C\left(\frac{\left|u_{1}\right|^{q}}{\left(T_{1}\right)^{N / 2}}+\frac{\left|u_{2}\right|^{q}}{\left(T_{2}\right)^{N / 2}}\right)$ for any $q>1$.

Proof. The proof of (iii.1) is exactly the same as the proof of the inequality (2.3) in [70]. For the convenience of the reader we want to repeat it here. For $q>1$, we get by Hölder's inequality from appendix A. 1 that

$$
\begin{aligned}
n_{k}\left|u_{k}\right| & \leq \int|v| f_{k}(v) d v \leq \int_{\left|u_{k}-v\right| \leq R_{k}} \frac{n_{k}}{n_{k}}|v| f_{k}(v) d v+\int_{\left|u_{k}-v\right|>R_{k}}|v| f_{k}(v) d v \\
& \leq n_{k}\left(\int_{\left|u_{k}-v\right| \leq R_{k}}|v|^{q} \frac{f_{k}(v)}{n_{k}} d v\right)^{\frac{1}{q}}+\frac{1}{R_{k}} \int\left|u_{k}-v \||v| f_{k}(v) d v\right. \\
& \leq C n_{k}^{1-\frac{1}{q}} N_{q}\left(f_{k}\right)^{1 / q} R_{k}^{N / q}+\frac{1}{R_{k}}\left(\int|v|^{2} f_{k}(v) d v\right)^{1 / 2}\left(\int\left|u_{k}-v\right|^{2} f_{k}(v) d v\right)^{1 / 2} \\
& \leq C\left(n_{k}^{\frac{q-1}{q}} N_{q}\left(f_{k}\right)^{\frac{1}{q}} R_{k}^{N / q}+\frac{n_{k}}{R_{k}}\left(N T_{k}+\left|u_{k}\right|^{2}\right)^{1 / 2} T_{k}^{1 / 2}\right) .
\end{aligned}
$$

Now if we choose $R_{k}=\left(\frac{n_{k}^{1 / q}\left(N T_{k}+\left|u_{k}\right|^{2}\right)^{1 / 2} T^{1 / 2}}{N_{q}\left(f_{k}\right)^{1 / q}}\right)^{\frac{q}{N+q}}$, we obtain the inequality

$$
n_{k}\left|u_{k}\right| \leq C n_{k}^{\frac{1}{q}\left(q-1+\frac{1}{N+q}\right)} N_{q}\left(f_{k}\right)^{\frac{1}{q}\left(1-\frac{N}{N+q}\right)}\left(\left(N T+|u|^{2}\right)^{\frac{1}{2}} T^{\frac{1}{2}}\right)^{\frac{N}{N+q}},
$$

which is equivalent to the required estimate (iii.1).
Estimate (iii.2) is a consequence of lemma 4.3.3 using that $\gamma \geq 0,0 \leq \alpha \leq 1$ and condition (4.17), since we have

$$
\begin{array}{r}
\frac{n_{1}\left|u_{12}\right|^{q}}{T_{12}^{N / 2}=} \frac{n_{1}\left|\delta u_{1}+(1-\delta) u_{2}\right|^{q}}{\left(\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}\right)^{N / 2}} \leq n_{1} \frac{A\left(\left|u_{1}\right|^{q}+\left|u_{2}\right|^{q}\right)}{\left(\alpha T_{1}+(1-\alpha) T_{2}\right)^{N / 2}} \\
\leq n_{1} \frac{A\left|u_{1}\right|^{q}}{\left(\alpha T_{1}\right)^{N / 2}}+n_{1} \frac{A\left|u_{2}\right|^{q}}{\left((1-\alpha) T_{2}\right)^{N / 2}} .
\end{array}
$$

The proof of (iii.3) is similar to the proof of (iii.2).
Consequence 4.3.5. For any pair of functions $\left(f_{1}, f_{2}\right)$ with $\left(1+|v|^{2}\right) f_{k} \in L^{1}(d v)$, $f_{1}, f_{2} \geq 0$, we define the moments as in (4.7), (4.13), (4.14), (4.15) and (4.16), then we have
(iv.1) $\sup _{v}|v|^{q} M_{k}\left[f_{k}\right] \leq C_{q} N_{q}\left(f_{k}\right)$ for $q>N+2$ or $q=0$,
(iv.2) $\sup _{v}|v|^{q} M_{12}\left[f_{1}, f_{2}\right] \leq C_{q}\left(N_{q}\left(f_{1}\right)+\frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)\right)$ for $q>N+2$ or $q=0$,
(iv.3) $\sup _{v}|v|^{q} M_{21}\left[f_{1}, f_{2}\right] \leq C_{q}\left(\frac{n_{2}}{n_{1}} N_{q}\left(f_{1}\right)+N_{q}\left(f_{2}\right)\right)$ for $q>N+2$ or $q=0$.

Note that here and in the following we write $M_{k}\left[f_{k}\right], M_{12}\left[f_{1}, f_{2}\right]$ and $M_{21}\left[f_{1}, f_{2}\right]$ instead of $M_{k}, M_{12}$ and $M_{21}$ in order to emphasize the dependence of the Maxwell distributions on the distribution functions $f_{1}$ and $f_{2}$ via the macroscopic quantities as densities, velocities and temperatures.

Proof. The proof of (iv.1) is exactly the same as the proof of the inequality (2.3) in [70]. For the convenience of the reader we want to repeat it here. First, we consider the case $q>N+2$. According to lemma 4.3.3, we obtain

$$
\begin{aligned}
\sup _{v}|v|^{q} M_{k}\left[f_{k}\right] & \leq C \sup _{v}\left(\left|v-u_{k}\right|^{q}+\left|u_{k}\right|^{q}\right) M_{k}\left[f_{k}\right] \\
& =C \sup _{v}\left(\left|v-u_{k}\right|^{q}+\left|u_{k}\right|^{q}\right) \frac{n_{k}}{\left(2 \pi T_{k}\right)^{N / 2}} e^{-\frac{\left|v-u_{k}\right|^{2}}{2 T_{k} / m_{k}}} .
\end{aligned}
$$

By computing derivatives of $\left|v-u_{k}\right|^{q} M_{k}\left[f_{k}\right]$ with respect to $v$, we see that the maximum of $\left|v-u_{k}\right|^{q} M_{k}\left[f_{k}\right]$ is given by $n_{k} T_{k}^{\frac{q-N}{2}}$. The computation is done in more details in the proof of estimate (iv.2), so we will omit the details here. We obtain

$$
\sup _{v}|v|^{q} M_{k}\left[f_{k}\right] \leq C\left(n_{k} T_{k}^{\frac{q-N}{2}}+n_{k} \frac{\left|u_{k}\right|^{q}}{T_{k}^{N / 2}}\right) .
$$

Define $E_{k}:=C\left(n_{k} T_{k}^{\frac{q-N}{2}}+n_{k} \frac{\left|u_{k}\right|^{q}}{T_{k}^{N / 2}}\right)$. Now we consider two cases, if $\left|u_{k}\right|>T_{k}^{1 / 2}$ and $\left|u_{k}\right| \leq T_{k}^{1 / 2}$. First $\left|u_{k}\right|>T_{k}^{1 / 2}$. In this case

$$
\begin{aligned}
E_{k} \leq C n_{k} \frac{\left|u_{k}\right|^{q}}{T_{k}^{N / 2}}=C n_{k} \frac{\left|u_{k}\right|^{q+N}}{\left|u_{k}\right|^{N} T_{k}^{N / 2}} & =C n_{k} \frac{\left|u_{k}\right|^{q+N}}{\left(\frac{1}{2}\left|u_{k}\right|^{2}+\frac{1}{2}\left|u_{k}\right|^{2}\right)^{N / 2} T_{k}^{N / 2}} \\
& \leq C n_{k} \frac{\left|u_{k}\right|^{q+N}}{\left(\left|u_{k}\right|^{2}+T_{k}\right)^{N / 2} T_{k}^{N / 2}}
\end{aligned}
$$

Finally the estimate (iii.1) leads to

$$
E_{k} \leq C_{q} N_{q}\left[f_{k}\right]
$$

When $\left|u_{k}\right| \leq T_{k}^{1 / 2}$, we obtain with (ii.1)

$$
E_{k} \leq C n_{k} T_{k}^{\frac{q-N}{2}} \leq C_{q} N_{q}\left[f_{k}\right]
$$

So all in all, we obtain

$$
\sup _{v}|v|^{q} M_{k}\left[f_{k}\right] \leq C_{q} N_{q}\left[f_{k}\right] \quad \text { for } \quad q>N+2 .
$$

For $q=0$ we obtain with (i.1)

$$
\sup _{v} M_{k}\left[f_{k}\right] \leq n_{k} T_{k}^{-N / 2} \leq C N_{0}\left(f_{k}\right)
$$

Now, the proof of (iv.2). First for $q>N+2$. First we compute the maximum of $M_{12}\left[f_{1}, f_{2}\right]$ and $\left|v-u_{12}\right| M_{12}\left[f_{1}, f_{2}\right]$ similar to the case of one species. The maximum of the Maxwell distribution $M_{12}\left[f_{1}, f_{2}\right]$ in $v$ is reached when $v=u_{12}$. Therefore

$$
\max _{v} M_{12}\left[f_{1}, f_{2}\right]=\frac{n_{1}}{\left(2 \pi \frac{T_{12}}{m_{1}}\right)^{N / 2}}
$$

For the maximum of $\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]$, we compute the gradient in $v$ and obtain by using the product rule

$$
\nabla_{v}\left(\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]\right)=\left(v-u_{12}\right) q\left|v-u_{12}\right|^{q-2} M_{12}\left[f_{1}, f_{2}\right]-\frac{m_{1}}{T_{12}}\left|v-u_{12}\right|^{q}\left(v-u_{12}\right) M_{12}\left[f_{1}, f_{2}\right] .
$$

The condition that this expression is equal to zero is equivalent to

$$
\left(q\left(v-u_{12}\right)-\frac{m_{1}}{T_{12}}\left|v-u_{12}\right|\left(v-u_{12}\right)\right)=0
$$

for $v \neq u_{12}$. We can exclude $v=u_{12}$ since it is a minimum. From this expression, we can deduce

$$
\left|v-u_{12}\right|^{2}=\frac{T_{12}}{m_{1}} q .
$$

If we insert this into $\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]$, we obtain

$$
\max _{v}\left(\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]\right)=\max _{v}\left(\left(\frac{T_{12}}{m_{1}} q\right)^{\frac{q}{2}} \frac{n_{1}}{\left(2 \pi \frac{T_{12}}{m_{1}}\right)^{N / 2}} e^{-q}\right)
$$

For $|v| \rightarrow \infty$, the expression $\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]$ tends to zero, so it is equal to the supremum. All in all, we obtain

$$
\begin{array}{r}
\sup _{v}|v|^{q} M_{12}\left[f_{1}, f_{2}\right] \leq \sup _{v}\left|v-u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right]+\sup _{v}\left|u_{12}\right|^{q} M_{12}\left[f_{1}, f_{2}\right] \\
\leq C\left(n_{1} T_{12}^{\frac{q-N}{2}}+n_{1} \frac{\left|u_{12}\right|^{q}}{T_{12}^{N / 2}}\right)=C\left(n_{1}\left(\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}\right)+n_{1} \frac{\left|u_{12}\right|^{q}}{T_{12}^{N / 2}}\right) .
\end{array}
$$

Since $q-N>0$, we can use lemma 4.3.3 in the first term twice and (iii.2) in the second term on the right-hand side and obtain

$$
\begin{aligned}
& \sup _{v}|v|^{q} M_{12}\left[f_{1}, f_{2}\right] \\
& \leq C\left(n_{1}\left(T_{1}+\left|u_{1}\right|^{2}\right)^{\frac{q-N}{2}}+n_{1} \frac{\left|u_{1}\right|^{q}}{T_{1}^{N / 2}}+\frac{n_{1}}{n_{2}} n_{2}\left(\left(T_{2}+\left|u_{2}\right|^{2}\right)^{\frac{q-N}{2}}+\frac{\left|u_{2}\right|^{q}}{T_{2}^{N / 2}}\right)\right)
\end{aligned}
$$

The first and the third term on the right-hand side can be estimated using (ii.1) and the other two terms can be estimated in the same way as in the proof of (iv.1) for one species by $C N_{q}\left(f_{1}\right)$ and $C \frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)$, respectively. Combining both, we get

$$
\sup _{v}|v|^{q} M_{12}\left[f_{1}, f_{2}\right] \leq C_{q}\left(N_{q}\left(f_{1}\right)+\frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)\right)
$$

For $q=0$ we use

$$
\sup _{v} M_{12}\left[f_{1}, f_{2}\right] \leq \frac{n_{1}}{T_{12}^{N / 2}} \leq \frac{n_{1}}{T_{1}^{N / 2}} \leq C N_{0}\left(f_{1}\right),
$$

using (i.1). The proof of (iv.3) is similar to the proof of (iv.2).
Remark 4.3.2. For the multi-species model of Andries, Aoki and Perthame in section 4.2.2 we can obtain the same estimates

$$
\text { (i.2*/i.3*) } \quad \frac{n_{k}}{\left(T^{(k)}\right)^{\frac{N}{2}}} \leq C N_{0}\left(f_{k}\right), \quad k=1,2,
$$

(ii.2*/ii.3*) $\quad n_{k}\left(T^{(k)}+\left|u^{(k)}\right|^{2}\right)^{\frac{q-N}{2}} \leq C_{q}\left(N_{q}\left(f_{j}\right)+\frac{n_{j}}{n_{k}} N_{q}\left(f_{k}\right)\right)$ for $q>N+2, j \neq k$,
(iii.2*/iii3*) $\quad \frac{n_{k}\left|u^{(k)}\right|^{q}}{\left(T^{(k)}\right)^{\frac{N}{2}}} \leq n_{k} C\left(\frac{\left|u_{1}\right|^{2}}{T_{1}^{N / 2}}+\frac{\left|u_{2}\right|^{2}}{T_{2}^{N / 2}}\right)$,
(iv.2*/iv.3*) $\quad \sup _{v}|v|^{q} M^{(k)}\left[f_{1}, f_{2}\right] \leq C_{q}\left(\frac{n_{j}}{n_{k}} N_{q}\left(f_{k}\right)+N_{q}\left(f_{j}\right)\right)$
for $q>N+2$ or $q=0, j \neq k$,
analogously to the estimates $(i .2 / i .3) /(i i .2 / i i .3) /(i i i .2 / i i i .3) /(i v .2 / i v .3)$, since $u^{(1)}, u^{(2)}$ are also linear combinations of $u_{1}$ and $u_{2}$ and $T^{(1)}, T^{(2)}$ are also combinations of $T_{1}, T_{2},\left|u_{1}-u_{2}\right|^{2}$.

### 4.3.2 Existence and uniqueness proof

In this section we want to show existence and uniqueness of non-negative solutions in a certain function space using the estimates of the previous section. For the existence and uniqueness proof, we make the following assumptions:

Assumptions 4.3.1.

1. We assume periodic boundary conditions. Equivalently we can construct solutions satisfying

$$
f_{k}\left(t, x_{1}, \ldots, x_{N}, v_{1}, \ldots, v_{N}\right)=f_{k}\left(t, x_{1}, \ldots, x_{i-1}, x_{i}+a_{i}, x_{i+1}, \ldots x_{N}, v_{1}, \ldots v_{N}\right),
$$

for all $i=1, \ldots, N$ and a suitable $\left\{a_{i}\right\} \in \mathbb{R}^{N}$ with positive components, for $k=1,2$.
2. We require that the initial values $f_{k}^{0}, k=1,2$ satisfy assumption 1 .
3. We are on the bounded domain in space $\Lambda=\left\{x \in \mathbb{R}^{N} \mid x_{i} \in\left(0, a_{i}\right)\right\}$.
4. Suppose that $f_{k}^{0}$ satisfies $f_{k}^{0} \geq 0,\left(1+|v|^{2}\right) f_{k}^{0} \in L^{1}\left(\Lambda \times \mathbb{R}^{N}\right)$ with $\int f_{k}^{0} d x d v=1, k=1,2$.
5. Suppose $N_{q}\left(f_{k}^{0}\right):=\sup _{v} f_{k}^{0}(x, v)\left(1+|v|^{q}\right)=\frac{1}{2} A_{0}<\infty$ for some $q>N+2$.
6. Suppose $\gamma_{k}(x, t):=\int f_{k}^{0}(x-v t, v) d v \geq C_{0}>0$ for all $t \in \mathbb{R}$.
7. Assume that the collision frequencies are written as in (4.11) and are positive.

With this assumptions we can show the following theorem.
Theorem 4.3.6. Under the assumptions 4.3 .1 and the definitions (4.7), (4.13), (4.14), (4.15) and (4.16), there exists a unique non-negative mild solution $\left(f_{1}, f_{2}\right) \in C\left(\mathbb{R}^{+} ; L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)\right)$ of the initial value problem (4.8). Moreover, for all $t>0$ the following bounds hold:

$$
\begin{aligned}
\left|u_{k}(t)\right|,\left|u_{12}(t)\right|,\left|u_{21}(t)\right|, T_{k}(t), T_{12}(t), T_{21}(t), N_{q}\left(f_{k}\right)(t) & \leq A(t)<\infty, \\
n_{k}(t) & \geq C_{0} e^{-t}>0, \\
T_{k}(t), T_{12}(t), T_{21}(t) & \geq B(t)>0,
\end{aligned}
$$

for $k=1,2$ and some constants $A(t), B(t)$.
Proof. The idea of the proof is to find a Cauchy sequence of functions in a certain space which converges towards a solution to (4.8). The sequence will be constructed in a way such that each member of the sequence satisfies an inhomogeneous transport equation. In this case we know results of existence and uniqueness. In order to show that this sequence is a Cauchy sequence we need to show that the Maxwell distributions on the right-hand side of (4.8) are Lipschitz continuous with respect to $f_{1}, f_{2}$.
The proof is structured as follows: First we proof some estimates on the macroscopic quantities (4.7), (4.13), (4.14), (4.15) and (4.16). From this we can deduce Lipschitz continuity of the Maxwell distributions $M_{1}, M_{2}, M_{12}, M_{21}$ with respect to $f_{1}$ and $f_{2}$ which finally leads to the convergence of this Cauchy sequence to a solution to (4.8).

Step 1: Gronwall estimate on $N_{q}\left(f_{k}(t)\right)$ given by (4.20)
If $f_{1}$ is a mild solution according to definition 4.2.1, we have

$$
\begin{aligned}
& N_{q}\left(f_{1}\right)=\sup _{v}|v|^{q} f_{1} \leq e^{-\alpha_{1}(x, v, t)} \sup _{v}|v|^{q} f_{1}^{0}(x-t v, v) \\
& +\sup _{v}|v|^{q}\left[e ^ { - \alpha _ { 1 } ( x , v , t ) } \int _ { 0 } ^ { t } \left[\tilde{\nu}_{11} \frac{n_{1}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{1}(x+(s-t) v, v, s)\right.\right. \\
& \left.\left.+\tilde{\nu}_{12} \frac{n_{2}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{12}(x+(s-t) v, v, s)\right] e^{\alpha_{1}(x+(s-t) v, v, s)} d s\right] .
\end{aligned}
$$

Since $\alpha_{1}$ is non-negative, we can estimate $e^{-\alpha_{1}(x, v, t)}$ in front of the initial data from above by 1 . Since we assumed that the collision frequencies have the shape given in (4.11), we can estimate the integrand in the exponential function $e^{-\alpha_{1}(x, v, t)} e^{\alpha_{1}(x+(s-t) v, v, s)}$ by a constant and obtain

$$
\begin{aligned}
& N_{q}\left(f_{1}\right)=\sup _{v}|v|^{q} f_{1} \leq \sup _{v}|v|^{q} f_{1}^{0}(x-t v, v) \\
& +\sup _{v}|v|^{q}\left[\int _ { 0 } ^ { t } e ^ { - C ( t - s ) } \left[C \frac{n_{1}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{1}(x+(s-t) v, v, s)\right.\right. \\
& \left.\left.+C \frac{n_{2}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{12}(x+(s-t) v, v, s)\right] d s\right] .
\end{aligned}
$$

Using assumption 5 (in the assumption 4.3.1) and the fact that we can estimate $e^{-C(t-s)}$ from above by 1 since $s$ is between 0 and $t$, we get

$$
\begin{aligned}
& N_{q}\left(f_{1}\right)=\sup _{v}|v|^{q} f_{1} \leq \frac{1}{2} A_{0}+\int_{0}^{t} C \sup _{x}\left[\frac{n_{1}(x, s)}{n_{1}(x, s)+n_{2}(x, s)} \sup _{v}|v|^{q} M_{1}(x, v, s)\right. \\
& \left.+\frac{n_{2}(x, s)}{n_{1}(x, s)+n_{2}(x, s)} \sup _{v}|v|^{q} M_{12}(x, v, s)\right] d s .
\end{aligned}
$$

With (iv.1) and (iv.2), we obtain

$$
\begin{aligned}
N_{q}\left(f_{1}\right) & =\sup _{x, v}|v|^{q} f_{1} \\
& \leq \frac{1}{2} A_{0}+\int_{0}^{t} C_{q} \sup _{x}\left[\frac{n_{1}(x, s)+n_{2}(x, t)}{n_{1}(x, s)+n_{1}(x, s)} N_{q}\left(f_{1}\right)(s)+\frac{n_{1}(x, s)}{n_{1}(x, s)+n_{2}(x, s)} N_{q}\left(f_{2}(s)\right)\right] d s \\
& \leq \frac{1}{2} A_{0}+\int_{0}^{t} C_{q}\left[\sup _{x} N_{q}\left(f_{1}\right)(s)+\sup _{x} N_{q}\left(f_{2}\right)(s)\right] d s .
\end{aligned}
$$

Similarly, we can estimate $N_{q}\left(f_{2}\right)$ by

$$
N_{q}\left(f_{2}\right)=\sup _{v}|v|^{q} f_{2} \leq \frac{1}{2} A_{0}+\int_{0}^{t} C_{q}\left[\sup _{x} N_{q}\left(f_{1}\right)(s)+\sup _{x} N_{q}\left(f_{2}\right)(s)\right] d s
$$

We add both inequalities and obtain

$$
N_{q}\left(f_{1}\right)+N_{q}\left(f_{2}\right) \leq A_{0}+\int_{0}^{t} C_{q}\left[\sup _{x} N_{q}\left(f_{1}\right)(s)+\sup _{x} N_{q}\left(f_{2}\right)(s)\right] d s .
$$

With Gronwall's lemma, we obtain

$$
\begin{equation*}
N_{q}\left(f_{1}\right)(t)+N_{q}\left(f_{2}\right)(t) \leq A_{0} e^{C_{q} t} \quad \text { for } \quad q>N+2 \quad \text { or } \quad q=0 \tag{4.21}
\end{equation*}
$$

Step 2: Estimate on the densities
If $f_{k} \geq 0$ is a solution, it satisfies

$$
\begin{aligned}
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k} & =\tilde{\nu}_{k k} \frac{n_{k}}{n_{k}+n_{j}}\left(M_{k}-f_{k}\right)+\tilde{\nu}_{k j} \frac{n_{j}}{n_{k}+n_{j}}\left(M_{k j}-f_{k}\right) \\
& \geq-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) f_{k} .
\end{aligned}
$$

If we write this in the mild formulation, this leads to

$$
f_{k}(x, v, t) \geq e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t} f_{k}^{0}(x-t v)
$$

Integrating this with respect to $v$ leads with assumption 6 (in assumptions 4.3.1) to the estimate of the densities

$$
\begin{align*}
n_{k}(x, t) & \geq e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t} \int f_{k}^{0}(x-v t, v) d v  \tag{4.22}\\
& \geq e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t} \gamma_{k}(x, t) \geq e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t} C_{0}>0 .
\end{align*}
$$

4 Existence, uniqueness and positivity of solutions for BGK models for mixtures

## Step 3: Estimate on the temperatures

Now, we estimate the temperatures from below. First, we consider $T_{k}^{N / 2}$. We can estimate it from below using (i.1)

$$
T_{k}^{N / 2}(t) \geq \frac{C n_{k}(t)}{N_{0}\left(f_{k}(t)\right)}
$$

Using (4.21) and (4.22), we obtain

$$
T_{k}^{N / 2}(t) \geq \frac{C e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t} C_{0}}{A e^{C_{q} t}}=: B(t)>0
$$

We obtain the same estimate for $T_{12}^{N / 2}$ using (i.2), (4.21) and (4.22), and for $T_{21}^{N / 2}$ using (i.3), (4.21) and (4.22).

Step 4: Estimates on the velocities
We estimate $T_{k}+\left|u_{k}\right|^{2}, T_{12}+\left|u_{12}\right|^{2}$, and $T_{21}+\left|u_{21}\right|^{2}$ first using (ii.1), (ii.2) and (ii.3), respectively and then using (4.21) and (4.22). For example

$$
T_{12}+\left|u_{12}\right|^{2} \leq \frac{C_{q}\left(N_{q}\left(f_{1}\right)+\frac{n_{1}}{n_{2}} N_{q}\left(f_{2}\right)\right)^{\frac{2}{q-N}}}{n_{1}^{2 /(q-N)}} \leq \frac{C_{q} A e^{C_{q} \frac{2}{q-N} t}}{e^{-C \frac{2}{q-N} t} C_{0}^{\frac{2}{q-N}}}<A(t)<\infty .
$$

Step 5: Lipschitz continuity
The next step of the proof is to show Lipschitz continuity of the operators $f_{k} \mapsto M_{k}\left[f_{k}\right]$, $\left(f_{1}, f_{2}\right) \mapsto \frac{n_{2}}{n_{1}+n_{2}} M_{12}\left[f_{1}, f_{2}\right]$ and $\left(f_{1}, f_{2}\right) \mapsto \frac{n_{1}}{n_{1}+n_{2}} M_{21}\left[f_{1}, f_{2}\right]$, when $\left(f_{1}, f_{2}\right)$ are restricted to

$$
\begin{equation*}
\Omega=\left\{\left(f_{1}, f_{2}\right) \in L^{1}\left(\Lambda \times \mathbb{R}^{N} ;\left(1+|v|^{2}\right) d v d x\right) \mid f_{k} \geq 0, N_{q}\left(f_{k}\right)<A, \min \left(n_{k}, T_{k}\right)>C, k=1,2\right\} . \tag{4.23}
\end{equation*}
$$

The proof for $f_{k} \mapsto M_{k}\left[f_{k}\right]$ is given in [70]. So it remains to show Lipschitz continuity for $\left(f_{1}, f_{2}\right) \mapsto \frac{n_{2}}{n_{1}+n_{2}} M_{12}\left[f_{1}, f_{2}\right]$ and for $\left(f_{1}, f_{2}\right) \mapsto \frac{n_{1}}{n_{1}+n_{2}} M_{21}\left[f_{1}, f_{2}\right]$. We only prove the first case since the second one is similar to the first one. For any pair $\left(f_{1}^{i}, f_{2}^{i}\right), i=$ 1,2 in the subset $\Omega$, define $\left(n_{1}^{i}, u_{12}^{i}, T_{12}^{i}\right)$ as their corresponding moments. Set

$$
\left(n_{1}^{\Theta}, n_{2}^{\Theta}, u_{12}^{\Theta}, T_{12}^{\Theta}\right)=\Theta\left(n_{1}^{1}, n_{2}^{1}, u_{12}^{1}, T_{12}^{1}\right)+(1-\Theta)\left(n_{1}^{2}, n_{2}^{2}, u_{12}^{2}, T_{12}^{2}\right)
$$

and

$$
M_{12}(\Theta)=\frac{n_{1}^{\Theta}}{\left(2 \pi T_{12}^{\Theta} / m_{1}\right)^{N / 2}} e^{-\frac{\left|v-u_{12}^{\Theta}\right|^{2}}{2 T_{12}^{\Theta} / m_{1}}} \frac{n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}
$$

Then we have

$$
\begin{aligned}
& \int\left|\frac{n_{2}^{1}}{n_{1}^{1}+n_{2}^{1}} M_{12}\left[f_{1}^{1}, f_{2}^{1}\right]-\frac{n_{2}^{2}}{n_{1}^{2}+n_{2}^{2}} M_{12}\left[f_{1}^{2}, f_{2}^{2}\right]\right|\left(1+|v|^{2}\right) d v \\
&=\int\left|M_{12}(1)-M_{12}(0)\right|\left(1+|v|^{2}\right) d v
\end{aligned}
$$

Now, we use the Taylor formula with first derivative as remainder and the chain rule and obtain

$$
\begin{aligned}
& \int\left|\frac{n_{2}^{1}}{n_{1}^{1}+n_{2}^{1}} M_{12}\left[f_{1}^{1}, f_{2}^{1}\right]-\frac{n_{2}^{2}}{n_{1}^{2}+n_{2}^{2}} M_{12}\left[f_{1}^{2}, f_{2}^{2}\right]\right|\left(1+|v|^{2}\right) d v=\int\left|\frac{\partial M_{12}}{\partial \Theta}(\Theta)\right|\left(1+|v|^{2}\right) d v \\
& \leq \int_{0}^{1} \int\left(\left|\frac{\partial M_{12}}{\partial n_{1}^{\Theta}}(\Theta) \frac{\partial n_{1}^{\Theta}}{\partial \Theta}\right|+\left|\frac{\partial M_{12}}{\partial u_{12}^{\Theta}}(\Theta) \frac{\partial u_{12}^{\Theta}}{\partial \Theta}\right|+\left|\frac{\partial M_{12}}{\partial T_{12}^{\Theta}}(\Theta) \frac{\partial T_{12}^{\Theta}}{\partial \Theta}\right|\right. \\
& \left.\quad+\left|\frac{\partial M_{12}}{\partial n_{2}^{\Theta}}(\Theta) \frac{\partial n_{2}^{\Theta}}{\partial \Theta}\right|\right)\left(1+|v|^{2}\right) d v d \Theta \\
& =\int_{0}^{1} \int\left(\left|\frac{\partial M_{12}}{\partial n_{1}^{\Theta}}(\Theta)\right|\left|n_{1}^{1}-n_{1}^{2}\right|+\left|\frac{\partial M_{12}}{\partial u_{12}^{\Theta}}(\Theta)\right|\left|u_{12}^{1}-u_{12}^{2}\right|\right. \\
& \\
& \left.\quad+\left|\frac{\partial M_{12}}{\partial T_{12}^{\Theta}}(\Theta)\right|\left|T_{12}^{1}-T_{12}^{2}\right|+\left|\frac{\partial M_{12}}{\partial n_{2}^{\Theta}}(\Theta)\right|\left|n_{2}^{1}-n_{2}^{2}\right|\right)\left(1+|v|^{2}\right) d v d \Theta .
\end{aligned}
$$

An explicit calculation of the derivatives leads to

$$
\begin{aligned}
& \int\left|\frac{n_{2}^{1}}{n_{1}^{1}+n_{2}^{1}} M_{12}\left[f_{1}^{1}, f_{2}^{1}\right]-\frac{n_{2}^{2}}{n_{1}^{1}+n_{2}^{2}} M_{12}\left[f_{1}^{2}, f_{2}^{2}\right]\right|\left(1+|v|^{2}\right) d v \\
& \leq \int_{0}^{1}\left(\left(1+\left|u_{12}^{\Theta}\right|^{2}+N T_{12}^{\Theta}\right)\left|n_{1}^{1}-n_{1}^{2}\right|+C\left[\frac{n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}} \frac{n_{1}^{\Theta}}{\left(T_{12}^{\Theta}\right)^{1 / 2}}\left(1+\left|u_{12}^{\Theta}\right|^{2}+T_{12}^{\Theta}\right)\right]\left|u_{12}^{1}-u_{12}^{2}\right|\right. \\
& \left.+C\left[\frac{n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}} \frac{n_{1}^{\Theta}}{T_{12}^{\Theta}}\left(1+\left|u_{12}^{\Theta}\right|^{2}+T_{12}^{\Theta}\right)\right]\left|T_{12}^{1}-T_{12}^{2}\right|+\left(1+\left|u_{12}^{\Theta}\right|^{2}+N T_{12}^{\Theta}\right)\left|n_{2}^{1}-n_{2}^{2}\right|\right) d \Theta .
\end{aligned}
$$

The main difference to the one species case is the additional term $\left|\frac{\partial M_{12}}{\partial n_{2}}(\Theta)\right|$ and the term $\partial_{n_{1}^{\Theta}}\left(\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}\right)$. For the second term we compute $\partial_{n_{1}^{\Theta}}\left(\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}\right)=\frac{n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}-$ $\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{\left(n_{1}^{\Theta}+n_{2}^{\Theta}\right)^{2}}$ which we can estimate from above by $\frac{n_{2}^{\ominus}}{n_{1}^{\Theta}+n_{2}^{\Theta}} \leq 1$. All terms in front of the norms $|\cdot|$ are bounded by a constant due to the estimate on the temperature $T_{12}^{N / 2}$ and the estimate on $T_{12}+\left|u_{12}\right|^{2}$ proven in step 2 and 3. Furthermore, we can estimate

$$
\left|n_{1}^{1}-n_{1}^{2}\right| \leq \int\left(1+|v|^{2}\right)\left|f_{1}^{1}-f_{1}^{2}\right| d v
$$

and

$$
\begin{gathered}
\left|n_{2}^{1}-n_{2}^{2}\right| \leq \int\left(1+|v|^{2}\right)\left|f_{2}^{1}-f_{2}^{2}\right| d v \\
U:=\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}\left|u_{12}^{1}-u_{12}^{2}\right|=\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}\left|\alpha u_{1}^{1}+(1-\alpha) u_{2}^{1}-\alpha u_{1}^{2}-(1-\alpha) u_{2}^{2}\right| \\
\leq \frac{n_{2}^{\Theta}\left(n_{1}^{1}+n_{1}^{2}\right)}{n_{1}^{\Theta}+n_{2}^{\Theta}} \alpha\left|u_{1}^{1}-u_{1}^{2}\right|+\frac{n_{1}^{\Theta}\left(n_{2}^{1}+n_{2}^{2}\right)}{n_{1}^{\Theta}+n_{2}^{\Theta}}(1-\alpha)\left|u_{2}^{1}-u_{2}^{2}\right| .
\end{gathered}
$$

Since $\frac{n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}$ and $\frac{n_{1}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}$ are smaller or equal 1 , we can estimate

$$
\begin{aligned}
& U \leq\left(n_{1}^{1}+n_{1}^{2}\right) \alpha\left|u_{1}^{1}-u_{1}^{2}\right|+\left(n_{2}^{1}+n_{2}^{2}\right)(1-\alpha)\left|u_{2}^{1}-u_{2}^{2}\right| \\
& \leq \alpha\left|n_{1}^{1} u_{1}^{1}-n_{1}^{1} u_{1}^{2}+n_{1}^{2} u_{1}^{1}-n_{1}^{2} u_{1}^{2}\right|+(1-\alpha)\left|n_{2}^{1} u_{2}^{1}-n_{2}^{1} u_{2}^{2}+n_{2}^{2} u_{2}^{1}-n_{2}^{2} u_{2}^{2}\right| \\
& \leq \alpha\left|n_{1}^{1} u_{1}^{1}-n_{1}^{1} u_{1}^{2}\right|+\alpha\left|n_{1}^{2} u_{1}^{1}-n_{1}^{2} u_{1}^{2}\right|+(1-\alpha)\left|n_{2}^{1} u_{2}^{1}-n_{2}^{1} u_{2}^{2}\right|+(1-\alpha)\left|n_{2}^{2} u_{2}^{1}-n_{2}^{2} u_{2}^{2}\right| \\
& \leq \alpha\left|n_{1}^{1} u_{1}^{1}-n_{1}^{2} u_{1}^{2}+n_{1}^{2} u_{1}^{2}-n_{1}^{1} u_{1}^{2}\right|+\alpha\left|n_{1}^{1} u_{1}^{1}-n_{1}^{2} u_{1}^{2}+n_{1}^{2} u_{1}^{1}-n_{1}^{1} u_{1}^{1}\right| \\
& +(1-\alpha)\left|n_{2}^{1} u_{2}^{1}-n_{2}^{2} u_{2}^{2}+n_{2}^{2} u_{2}^{2}-n_{2}^{1} u_{2}^{2}\right|+(1-\alpha)\left|n_{2}^{1} u_{2}^{1}-n_{2}^{2} u_{2}^{2}+n_{2}^{2} u_{2}^{1}-n_{2}^{1} u_{2}^{1}\right| \\
& \leq \alpha\left[\left|n_{1}^{1} u_{1}^{1}-n_{1}^{2} u_{1}^{2}\right|+\left|u_{1}^{2}\right|\left|n_{1}^{2}-n_{1}^{1}\right|+\left|n_{1}^{1} u_{1}^{1}-n_{1}^{2} u_{1}^{2}\right|+\left|u_{1}^{1}\right|\left|n_{1}^{2}-n_{1}^{1}\right|\right] \\
& +(1-\alpha)\left[\left|n_{2}^{1} u_{2}^{1}-n_{2}^{2} u_{2}^{2}\right|+\left|u_{2}^{2}\right|\left|n_{2}^{2}-n_{2}^{1}\right|+\left|n_{2}^{1} u_{2}^{1}-n_{2}^{2} u_{2}^{2}\right|+\left|u_{2}^{1}\right|\left|n_{2}^{2}-n_{2}^{1}\right|\right] .
\end{aligned}
$$

Due to the previous estimates on the velocities in step 4, the velocities are bounded and therefore

$$
U \leq C\left[\int\left(1+|v|^{2}\right)\left|f_{1}^{1}-f_{1}^{2}\right| d v+\int\left(1+|v|^{2}\right)\left|f_{2}^{1}-f_{2}^{2}\right| d v\right] .
$$

In an analogous way, we can estimate

$$
\frac{n_{1}^{\Theta} n_{2}^{\Theta}}{n_{1}^{\Theta}+n_{2}^{\Theta}}\left|T_{12}^{1}-T_{12}^{2}\right| \leq C\left[\int\left(1+|v|^{2}\right)\left|f_{1}^{1}-f_{1}^{2}\right| d v+\int\left(1+|v|^{2}\right)\left|f_{2}^{1}-f_{2}^{2}\right| d v\right] .
$$

This all combines to the desired Lipschitz estimate.
Step 6: Existence and Uniqueness of non-negative solutions in $\bar{\Omega}$ (see definition of $\Omega$ in (4.23))

Now, introduce the sequence $\left\{\left(f_{1}^{n}, f_{2}^{n}\right)\right\}$ of mild solutions to

$$
\begin{aligned}
\partial_{t} f_{1}^{n}+v \cdot \nabla_{x} f_{1}^{n} & =\tilde{\nu}_{11} \frac{n_{1}^{n-1}}{n_{1}^{n-1}+n_{2}^{n-1}}\left(M_{1}\left[f_{1}^{n-1}\right]-f_{1}^{n}\right) \\
& +\tilde{\nu}_{12} \frac{n_{2}^{n-1}}{n_{1}^{n-1}+n_{2}^{n-1}}\left(M_{12}\left[f_{1}^{n-1}, f_{2}^{n-1}\right]-f_{1}^{n}\right), \\
\partial_{t} f_{2}^{n}+v \cdot \nabla_{x} f_{2}^{n} & =\tilde{\nu}_{22} \frac{n_{2}^{n-1}}{n_{1}^{n-1}+n_{2}^{n-1}}\left(M_{2}\left[f_{2}^{n-1}\right]-f_{2}^{n}\right) \\
& +\tilde{\nu}_{21} \frac{n_{1}^{n-1}}{n_{1}^{n-1}+n_{2}^{n-1}}\left(M_{21}\left[f_{1}^{n-1}, f_{2}^{n-1}\right]-f_{2}^{n}\right), \\
f_{1}^{0} & =f_{1}(t=0), \\
f_{2}^{0} & =f_{2}(t=0) .
\end{aligned}
$$

Since the zeroth functions are known as the initial values, these are inhomogeneous transport equations for fixed $n \in \mathbb{N}$. For an inhomogeneous transport equation we know the existence of a unique mild solution in the periodic setting

$$
\begin{aligned}
& f_{1}^{n}(x, v, t)=e^{-\alpha_{1}^{n-1}(x, v, t)} f_{1}^{0}(x-t v, v) \\
& +e^{-\alpha_{1}^{n-1}(x, v, t)} \int_{0}^{t}\left[\tilde{\nu}_{11} \frac{n_{1}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)} M_{1}^{n-1}(x+(s-t) v, v, s)\right. \\
& \left.+\tilde{\nu}_{12} \frac{n_{2}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)} M_{12}^{n-1}(x+(s-t) v, v, s)\right] e^{\alpha_{1}^{n-1}(x+(s-t) v, v, s)} d s, \\
& f_{2}^{n}(x, v, t)=e^{-\alpha_{2}^{n-1}(x, v, t)} f_{2}^{0}(x-t v, v) \\
& +e^{-\alpha_{2}^{n-1}(x, v, t)} \int_{0}^{t}\left[\tilde{\nu}_{22} \frac{n_{2}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)} M_{2}^{n-1}(x+(s-t) v, v, s)\right. \\
& \left.+\tilde{\nu}_{21} \frac{n_{1}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)} M_{21}^{n-1}(x+(s-t) v, v, s)\right] e^{\alpha_{2}^{n-1}(x+(s-t) v, v, s)} d s .
\end{aligned}
$$

Now, we show that $\left\{\left(f_{1}^{n}, f_{2}^{n}\right)\right\}$ is a Cauchy sequence in $\Omega$. Then, since $\bar{\Omega}$ is complete, we can conclude convergence in $\bar{\Omega}$. First, we show that $\left\{\left(f_{1}^{n}, f_{2}^{n}\right)\right\}$ is in $\Omega$.

- $f_{1}^{n}, f_{2}^{n}$ are in $L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)$ since $f_{1}^{0}, f_{2}^{0}$ are in $L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)$.
- $f_{1}^{n}, f_{2}^{n} \geq 0$ since $f_{1}^{0}, f_{2}^{0} \geq 0$.
- $N_{q}\left(f_{k}^{n}\right)<A, \min \left(n_{k}^{n}, T_{k}^{n}\right)>C$, since all estimates in step 1,2 and 4 are independent of $n$.
Now, $\left\{\left(f_{1}^{n}, f_{2}^{n}\right)\right\}$ is a Cauchy sequence in $\Omega$ since we have

$$
\begin{aligned}
& \left\|f_{1}^{n}-f_{1}^{n-1}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)} \\
& \leq \int_{\Lambda} \int_{\mathbb{R}^{n}} e^{-\alpha_{1}^{n-1}(x, v, t)} \int_{0}^{t} e^{\alpha_{1}^{n-1}(x+(s-t) v, v, s)} \left\lvert\, \tilde{\nu}_{11}^{n-1} \frac{n_{1}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)}\right. \\
& M_{1}^{n-1}(x+(s-t) v, v, s)-\tilde{\nu}_{11}^{n-2} \frac{n_{1}^{n-2}(x+(s-t) v, s)}{n_{1}^{n-2}(x+(s-t) v, s)+n_{2}^{n-2}(x+(s-t) v, s)} \\
& M_{1}^{n-2}(x+(s-t) v, v, s) \mid d s\left(1+|v|^{2}\right) d x d v \\
& +\int_{\Lambda} \int_{\mathbb{R}^{n}} e^{-\alpha_{1}^{n-1}(x, v, t)} \int_{0}^{t} e^{\alpha_{1}^{n-1}(x+(s-t) v, v, s)} \left\lvert\, \tilde{\nu}_{12}^{n-1} \frac{n_{2}^{n-1}(x+(s-t) v, s)}{n_{1}^{n-1}(x+(s-t) v, s)+n_{2}^{n-1}(x+(s-t) v, s)}\right. \\
& M_{12}^{n-1}(x+(s-t) v, v, s)-\tilde{\nu}_{12}^{n-2} \frac{n_{2}^{n-2}(x+(s-t) v, s)}{n_{1}^{n-2}(x+(s-t) v, s)+n_{2}^{n-2}(x+(s-t) v, s)} \\
& M_{12}^{n-2}(x+(s-t) v, v, s) \mid d s\left(1+|v|^{2}\right) d x d v .
\end{aligned}
$$

Now we use the Lipschitz continuity of the Maxwell distributions

$$
\begin{aligned}
& \left\|f_{1}^{n}-f_{1}^{n-1}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)} \\
& \leq C \int_{\Lambda} \int_{\mathbb{R}^{n}} e^{-\alpha_{1}^{n-1}(x, v, t)} \int_{0}^{t} e^{\alpha_{1}^{n-1}(x+(s-t) v, v, s)} \mid f_{1}^{n-1}(x+(s-t) v, v, s) \\
& -f_{1}^{n-2}(x+(s-t) v, v, s) \mid d s\left(1+|v|^{2}\right) d x d v \\
& +\int_{\Lambda} \int_{\mathbb{R}^{n}} e^{-\alpha_{1}^{n-1}(x, v, t)} \int_{0}^{t} e^{\alpha_{1}^{n-1}(x+(s-t) v, v, s)}\left[\left|f_{1}^{n-1}(x+(s-t) v, v, s)-f_{1}^{n-2}(x+(s-t) v, v, s)\right|\right. \\
& \left.+\left|f_{2}^{n-1}(x+(s-t) v, v, s)-f_{2}^{n-2}(x+(s-t) v, v, s)\right|\right] d s\left(1+|v|^{2}\right) d x d v \\
& \leq e^{-C t} \int_{0}^{t} e^{C s}\left[| | f_{1}^{n-1}(s)-f_{1}^{n-2}(s)\left\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right.}+\right\| f_{2}^{n-1}(s)-f_{2}^{n-2}(s) \|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right.}\right] d s .
\end{aligned}
$$

Similarly, we get for species 2

$$
\begin{aligned}
&\left\|f_{2}^{n}-f_{2}^{n-1}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)} \leq e^{-C t} \int_{0}^{t} e^{C s}\left[\left\|f_{1}^{n-1}(s)-f_{1}^{n-2}(s)\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right. \\
&\left.+\left\|f_{2}^{n-1}(s)-f_{2}^{n-2}(s)\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] d s
\end{aligned}
$$

Doing this inductively, we obtain

$$
\begin{aligned}
& \left\|f_{1}^{n}-f_{1}^{n-1}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)} \\
& \begin{aligned}
& \leq\left(e^{-C t}\right)^{n} \int_{0}^{t} \cdots \int_{0}^{t} e^{C s_{1}} \cdots e^{C s_{n}}\left[\left\|f_{1}^{1}\left(s_{n}\right)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right. \\
&\left.+\left\|f_{2}^{1}\left(s_{n}\right)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] d s_{1} \cdots d s_{n}
\end{aligned} \\
& \leq \frac{1}{C^{n}}\left(1-e^{-C t}\right)^{n}\left[\sup _{0 \leq s \leq t}\left\|f_{1}^{1}(s)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}+\sup _{0 \leq s \leq t}\left\|f_{2}^{1}(s)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right]
\end{aligned}
$$

with a constant $C>1$. So, for species 1 , we obtain

$$
\begin{aligned}
& \sup _{0 \leq t \leq T}\left\|f_{1}^{n+m}-f_{1}^{n}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)} \\
& \leq \sup _{0 \leq t \leq T}\left[\left\|f_{1}^{n+m}-f_{1}^{n+m-1}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}+\cdots+\left\|f_{1}^{n+1}-f_{1}^{n}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] \\
& \leq \sup _{0 \leq t \leq T}\left(\left(\frac{1}{C}\left(1-e^{-C t}\right)\right)^{n+m}+\cdots+\left(\frac{1}{C}\left(1-e^{-t}\right)\right)^{n}\right)\left[\sup _{0 \leq s \leq t}\left\|f_{1}^{1}(s)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right. \\
& \left.+\sup _{0 \leq s \leq t}\left\|f_{2}^{1}(s)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] \\
& \leq\left((C(T))^{n+m}+\cdots+C(T)^{n}\right)\left[\sup _{0 \leq s \leq T}\left\|f_{1}^{1}(s)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right. \\
& \left.+\sup _{0 \leq s \leq T}\left\|f_{2}^{1}(s)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] \\
& \leq C(T)^{n} \sum_{j=1}^{\infty}(C(T))^{j}\left[\sup _{0 \leq s \leq T}\left\|f_{1}^{1}(s)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}+\sup _{0 \leq s \leq T}\left\|f_{2}^{1}(s)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right] \\
& \leq \frac{C(T)^{n}}{1-C(T)}\left[\sup _{0 \leq s \leq T}\left\|f_{1}^{1}(s)-f_{1}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}+\sup _{0 \leq s \leq T}\left\|f_{2}^{1}(s)-f_{2}^{0}\right\|_{L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)}\right],
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$ since $C(T)=\frac{1-e^{-C T}}{C}<1$. In order to prove that the limit is a mild solution to (4.8) and the uniqueness of solutions to (4.8) we use standard arguments similar as in the proof of the fix point theorem of Banach and the theorem of Picard-Lindelöf.

Remark 4.3.3. $M^{(1)}$ and $M^{(2)}$ in the model of Andries, Aoki and Perthame in [1] and section 4.2.2 have the same structure as $M_{12}$ and $M_{21}$, respectively, meaning that the velocities $u^{(1)}$ and $u^{(2)}$ and the temperatures $T^{(1)}$ and $T^{(2)}$ of $M^{(1)}$ and $M^{(2)}$, respectively have the same structure as the velocities $u_{12}$ and $u_{21}$ and the temperatures $T_{12}$ and $T_{21}$. So the proof of theorem 4.3.6 for the model in section 4.2.2 goes through analogously as for the model in section 4.2.1.

### 4.4 Positivity of solutions of the BGK approximation for two species

### 4.4.1 Idea of the proof

Our aim is to prove that all classical solutions to (4.8) - (4.16) under the assumptions 4.3.1 with positive initial data are positive for all larger times $t>0$. The idea of the proof is as follows. In the previous section, we stated our result about existence and uniqueness of non-negative solutions.Then, with a Gronwall estimate on the densities, we deduce that this non-negative solution can be estimated from below by an exponential function. Considering the solution along characteristics we will see that when the densities are positive the solution is also positive. With this and continuity in time, we can conclude that for positive initial data there cannot be a solution which becomes zero or negative at a time $t>0$. So all classical solutions to (4.8) - (4.16) are positive.

### 4.4.2 Estimate on the densities

Lemma 4.4.1. If $f_{k} \geq 0$ is a mild solution to (4.8) - (4.16) and

$$
\gamma_{k}(x, t):=\int f_{k}^{0}(x-v t, v) d v \geq C_{0}>0
$$

for all $t \geq 0, k=1,2$, then the densities satisfy the estimate

$$
n_{k}(x, t) \geq C_{0} e^{-\left(\tilde{\nu}_{k k}+\tilde{\nu}_{k j}\right) t}
$$

for all $t \geq 0$ where $C_{0}>0$ is a positive constant.
Proof. See step 2 in the proof of theorem 4.3.6.

### 4.4.3 Positivity of non-negative solutions

Lemma 4.4.2 (Positivity of non-negative solutions). Let $\left(f_{1}, f_{2}\right)$ with $f_{1}, f_{2} \geq 0$ be a mild solution to (4.8)-(4.16) with positive initial data under the assumptions 4.3.1. Then $f_{1}, f_{2}$ are even positive, that means $f_{1}, f_{2}>0$ a.e.

Proof. We prove the statement for $f_{1}$, the proof for $f_{2}$ is analogously. Let $f_{1}$ be part of the non-negative mild solution to (4.8)-(4.16). Then it satisfies by definition

$$
\begin{align*}
f_{1}(x, v, t) & =e^{-\alpha_{1}(x, v, t)} f_{1}^{0}(x-t v, v) \\
& +e^{-\alpha_{1}(x, v, t)} \int_{0}^{t}\left[\tilde{\nu}_{11} \frac{n_{1}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{1}(x+(s-t) v, v, s)\right. \\
& \left.+\tilde{\nu}_{12} \frac{n_{2}(x+(s-t) v, s)}{n_{1}(x+(s-t) v, s)+n_{2}(x+(s-t) v, s)} M_{12}(x+(s-t) v, v, s)\right] e^{\alpha_{1}(x+(s-t) v, v, s)} d s \tag{4.24}
\end{align*}
$$

## 4 Existence, uniqueness and positivity of solutions for BGK models for mixtures

We assumed that all collision frequencies are positive and according to lemma 4.4.1 all densities are positive. So the right-hand side of (4.24) is positive, therefore

$$
f_{1}(x, v, t)>0
$$

for positive initial data. So non-negative solutions to (4.8) - (4.16) are even positive.

### 4.4.4 Positivity of classical solutions

Theorem 4.4.3. Let $\left(f_{1}, f_{2}\right)$ be a classical solution to (4.8) - (4.16) with positive initial data under the assumptions 4.3.1. Then the solution is positive meaning $f_{1}, f_{2}>0$.

Proof. According to theorem 4.3.6 there exists a non-negative solution to (4.8) (4.16) and it is the only non-negative solution to (4.8) - (4.16). So there could exist another classical solution which at a certain time becomes zero and negative afterwards. But due to continuity in time, it could only happen if it reaches zero first. According to lemma 4.4.2 this is not possible, because a non-negative solution always stays positive. So the unique solution to (4.8) - (4.16) with positive initial data is positive meaning $f_{1}, f_{2}>0$.

## Chapter 5

## Extension to a kinetic model for plasmas consisting of electrons and ions

In the introduction of chapter 2 we mentioned the advantages of this type of BGK models for mixtures having a sum of BGK-type interaction terms on the right-hand side. It is that the two different types of interactions, interactions of a species with itself and interactions of a species with the other one, are still kept separated. This allows to model the influence of the contribution to momentum and energy exchanges and the trend to equilibrium of two species which are very different. One example of two species which differ in some physical quantities is a gas mixture consisting of electrons and positively charged ions. In this case, the particles differ in their charge. Electrons have negative charges, the ions a positive one. Moreover, the mass of electrons is very small compared to the mass of ions. Both facts influences the behaviour in a significant way. This is why we want to use the model presented in chapter 2 as a starting point. However, we have to extend it to charged particles. This is done in this chapter. Models for electrons and ions are widely used in applications. One appearance of electrons and ions in applications and in nature is in form of a plasma. When a gas is brought to a very high temperature ( $10^{4} \mathrm{~K}$ or more), electrons leave their orbit around the nuclei of the atom to which they belong. This gives an overall neutral mixture of charged particles, ions and electrons, which is called plasma. There are a lot of research areas and applications of a plasma. For example in astrophysics, plasmas play an important role since for example stars are formed from plasma and gain energy from the process of fusion, which may be a future possibility to gain energy in applications. The physical principle behind fusion is to gain energy by removing mass. This is one big research field in physics. It has the goal of developing fusion as a new energy source. It will be motivated later in chapter 6.

The outline of this chapter is as follows: In section 5.1 we introduce the basic physical principles when we deal with charged particles. In section 5.2 we want to present a model for a two-component mixture of charged particles. In section 5.3, we conclude with a formal derivation of the equations of ideal magnetohydrodynamics called MHD equations from the model presented in section 5.2 in order to put the model presented in section 5.2 in the context of ideal magnetohydrodynamics and observe how the typical quantities in the kinetic model will show up and influence the macroscopic equations. This derivation is also presented in [61] by Klingenberg, Pirner and Puppo.

### 5.1 Physical prerequisites for the following

In this section we want to introduce the basic physical knowledge in order to deal with charged particles. This is presented in a lot of introductory physics books for example in [44].

### 5.1.1 The Maxwell equations

We consider a system with an electric field $E^{0}(x) \in \mathbb{R}^{3}$ and a magnetic field $B^{0}(x) \in$ $\mathbb{R}^{3}$ at time $t=0$. Here $x \in \mathbb{R}^{3}$ denotes the position in space. The vector $E^{0}$ is a vector in $\mathbb{R}^{3}$ which describes the strength and the orientation of forces on charged particles due to an electric field. Assume we have a small positive test charge $q$. Then $E^{0}$ is defined as force on this test charge over this charge $q$. Similarly, the magnetic field is a measure of the strength and the orientation of forces on charged particles due to a magnetic field.

The time evolution of the electric field $E(x, t) \in \mathbb{R}^{3}$ and the magnetic field $B(x, t) \in \mathbb{R}^{3}$, where $t>0$ denotes the time, is given by the Maxwell equations. We will present them in the following. The first one is called Gauß's law and describes the relationship between a static electric field and electric charges $\rho_{c}(x, t)$. It is given by

$$
\begin{equation*}
\nabla_{x} \cdot E=\frac{1}{\varepsilon_{0}} \rho_{c} \tag{5.1}
\end{equation*}
$$

where $\varepsilon_{0}$ denotes a constant called the vacuum permittivity or electric constant. The meaning of the equation is the following. Electric charges induce an electric field. Positive charges are sources of an electric field, negative charges are sinks of an electric field. This can be seen if we integrate (5.1) over a volume in $x$ and use the theorem of Gauß. Then we see that the electric flux which leaves or enters this volume is proportional to the charge inside. Especially, if we take a particle with a small positive charge, the particle would travel from the positive charge towards the negative charge along the lines determined by the vector field $E(x, t)$.

Physicists suppose that in the case of the magnetic field there are neither sinks nor sources meaning

$$
\begin{equation*}
\nabla_{x} \cdot B=0 \tag{5.2}
\end{equation*}
$$

This is called Gauß's law for magnetism.
We can also get electric and magnetic fields which have no sinks and sources. In such a field, a particle with a small positive charge would travel along a closed circle. This is called a rotational field. From physical experiments, we expect that a rotational field is created by a time varying magnetic field

$$
\begin{equation*}
\nabla_{x} \times E=-\partial_{t} B \tag{5.3}
\end{equation*}
$$

This is called Faraday's law. Physicists also observes the reversed process. A time dependent electric field induces a rotational magnetic field. But a rotational magnetic
field can also be generated in another way. It can be induced by a charge current $j(x, t)$ meaning that we have moving charged particles. This is called Ampère's law.

$$
\begin{equation*}
\nabla_{x} \times B=\mu_{0} j+\mu_{0} \varepsilon_{0} \partial_{t} E . \tag{5.4}
\end{equation*}
$$

$\mu_{0}$ is the analogous magnetic constant to $\varepsilon_{0}$ and is called vacuum permeability or magnetic constant.

### 5.1.2 Lorentz force on charged particles

From physical experiments, we expect that the force $F^{L}$ acting on a particle of electric charge $q$ with velocity $v$ under the influence of an electric field $E$ and a magnetic field $B$ is given by

$$
F^{L}=q(E+v \times B)
$$

This force is called Lorentz force and the effect on a charged particle is the following. We observe that a positively charged particle will be accelerated in the same direction as the electric field $E$ and will travel on a curve which is orthogonal to the magnetic field $B$. A negatively charged particle will be accelerated in the opposite direction.

We observe that the Lorentz force due to an electric or magnetic field changes the velocity of a particle. If we model the physical system by a distribution function $f(x, v, t)$, the distribution function will change in time when we have electric or magnetic fields since the velocity of the particles change. We take this into account by replacing the left-hand side of the kinetic equation, the transport part,

$$
\partial_{t} f+v \cdot \nabla_{x} f
$$

by

$$
\partial_{t} f+v \cdot \nabla_{x} f+F^{L} \cdot \nabla_{v} f
$$

### 5.2 A kinetic BGK model for ions and electrons

In this section we will present the Vlasov-BGK model for a mixture of two species and mention its fundamental properties like the conservation properties.

We consider a plasma consisting of electrons denoted by the index $e$ and one species of ions denoted by the index $i$. Thus, our kinetic model has two distribution functions $f_{e}(x, v, t)>0$ and $f_{i}(x, v, t)>0$ where $x \in \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ is the time.

Furthermore, for any $f_{i}, f_{e}: \mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ with $\left(1+|v|^{2}\right) f_{i}$, $\left(1+|v|^{2}\right) f_{e} \in L^{1}(d v), f_{i}, f_{e} \geq 0$ we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}, k=i, e$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{5.5}\\
v \\
m_{k}\left|v-u_{k}\right|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
3 n_{k} T_{k}
\end{array}\right), \quad k=i, e,
$$

where $m_{k}$ is the mass, $n_{k}$ the number density, $u_{k}$ the mean velocity and $T_{k}$ the temperature of species $k, k=i, e$. Note that in this chapter we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is Boltzmann's constant.

We want to model the time evolution of the distribution functions by a Vlasov-BGK equation. The distribution functions are determined by two equations to describe their time evolution given by

$$
\begin{align*}
& \partial_{t} f_{i}+v \cdot \nabla_{x} f_{i}+\frac{F_{i}^{L}}{m_{i}} \cdot \nabla_{v} f_{i}=\nu_{i i} n_{i}\left(M_{i}-f_{i}\right)+\nu_{i e} n_{e}\left(M_{i e}-f_{i}\right)  \tag{5.6}\\
& \partial_{t} f_{e}+v \cdot \nabla_{x} f_{e}+\frac{F_{e}^{L}}{m_{e}} \cdot \nabla_{v} f_{e}=\nu_{e e} n_{e}\left(M_{e}-f_{e}\right)+\nu_{e i} n_{i}\left(M_{e i}-f_{e}\right)
\end{align*}
$$

with the mean-field forces $F_{i}^{L}$ and $F_{e}^{L}$ specified later and the Maxwell distributions

$$
\begin{align*}
M_{k}(x, v, t) & =\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=i, e,  \tag{5.7}\\
M_{k j}(x, v, t) & =\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k j}}{m_{k}}}}{ }^{3} \\
e x p & \left(-\frac{\left|v-u_{k j}\right|^{2}}{2 \frac{T_{k j}}{m_{k}}}\right), \quad k, j=i, e, k \neq j,
\end{align*}
$$

where $\nu_{i i} n_{i}$ and $\nu_{e e} n_{e}$ are the collision frequencies of the particles of each species with itself, while $\nu_{i e} n_{e}$ and $\nu_{e i} n_{i}$ are related to interspecies collisions. In the previous chapters we assumed the general relationship between the collision frequencies

$$
\begin{equation*}
\nu_{i e}=\varepsilon \nu_{e i}, \quad 0<\varepsilon \leq 1 \tag{5.8}
\end{equation*}
$$

In the next section we want to derive a specific value for $\varepsilon$ in the case of electrons and ions. We assume that all collision frequencies are positive. In addition, we take into account an acceleration due to interactions using the Lorentz forces $F_{i}^{L}, F_{e}^{L}$ given by

$$
F_{i}^{L}(x, t)=e(E(x, t)+v \times B(x, t)) \quad \text { and } \quad F_{e}^{L}(x, t)=-e(E(x, t)+v \times B(x, t)),
$$

where $e$ denotes the elementary charge. In order to determine the time evolution of the electric and magnetic field, we couple the system with the Maxwell equations (5.1), (5.2), (5.3) and (5.4). We assume that there are no external electric and magnetic fields. The only electric and magnetic field we have is a mean electric and magnetic field generated by the particles themselves. We therefore assume that the charge density is given by

$$
\begin{equation*}
\rho_{c}=e\left(n_{i}-n_{e}\right), \tag{5.9}
\end{equation*}
$$

and the charge current given by

$$
\begin{equation*}
j=e\left(n_{i} u_{i}-n_{e} u_{e}\right) \tag{5.10}
\end{equation*}
$$

We note that the choice of the Maxwell distributions $M_{i}, M_{e}, M_{i e}$ and $M_{e i}$ is the same as in the model from chapter 2 . The quantities $u_{12}, u_{21}, T_{12}$ and $T_{21}$ are
still given by the expressions (2.6), (2.7), (2.10) and (2.11). This guarantees that the mass exchange, the sum of the two momentum exchanges and the sum of the two energy exchanges are still zero and we still guarantee that all temperatures are positive under the restrictions

$$
\begin{equation*}
0 \leq \gamma \leq m_{i}(1-\delta)\left[\left(1+\frac{m_{i}}{m_{e}} \varepsilon\right) \delta+1-\frac{m_{i}}{m_{e}} \varepsilon\right] \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{m_{i}}{m_{e}} \varepsilon-1}{1+\frac{m_{i}}{m_{e}} \varepsilon} \leq \delta \leq 1 \tag{5.12}
\end{equation*}
$$

see theorems 2.1.1, 2.1.2, 2.1.3 and 2.1.4 in chapter 2.

### 5.2.1 Relationship between the collision frequencies

The goal of this section is to derive an expression for the ratio of all the relaxation parameters $\nu_{i i}, \nu_{i e}, \nu_{e e}$ and $\nu_{e i}$ in the case of a plasma, for example a value for $\varepsilon$ in (5.8).

The parameters $\nu_{i e}$ and $\nu_{e i}$ are linked to the interspecies collision frequency. In plasmas, the mass ratio of the two kinds of particles is $\frac{m_{e}}{m_{i}} \ll 1$, where $i$ denotes ions and $e$ denotes electrons. In this case a common relationship found in the literature [11] is

$$
\begin{equation*}
\nu_{i e}=\frac{m_{e}}{m_{i}} \nu_{e i} . \tag{5.13}
\end{equation*}
$$

A motivation for this relationship in the case of a plasma can be found in [11], chapter 1.9 , which we want to mention here shortly. From physical experiments, we expect that the collision frequency is proportional to the differential cross section and the relative velocity. For the typical velocity of ions and electrons close to equilibrium we take the peak of the Boltzmann distribution called the thermal velocity $v_{T_{k}}=\left(\frac{2 T_{k}}{m_{k}}\right)^{\frac{1}{2}}, k=i, e$ and assume that the temperatures are of the same order, $T_{i} \approx T_{e}$. The cross sections are considered equal, because they depend on the interaction potential, which in this case is the Coulomb force, that is the same for both particles. So the only thing which remains to consider is the relative velocity. Since the mass of the ions $m_{i}$ is much larger than the mass of the electrons $m_{e}$, we get in the case of $\nu_{e i}$ for the relative velocity of an ion and an electron

$$
\begin{aligned}
\left(\frac{2 T_{e}}{m_{e}}\right)^{\frac{1}{2}}-\left(\frac{2 T_{i}}{m_{i}}\right)^{\frac{1}{2}} & \approx\left(2 T_{e}\right)^{\frac{1}{2}}\left(\left(\frac{1}{m_{e}}\right)^{\frac{1}{2}}-\left(\frac{1}{m_{i}}\right)^{\frac{1}{2}}\right) \\
& =\left(2 T_{e}\right)^{\frac{1}{2}} \frac{1-\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}}}{m_{e}^{\frac{1}{2}}} \approx\left(2 T_{e}\right)^{\frac{1}{2}}\left(\frac{1}{m_{e}}\right)^{\frac{1}{2}}
\end{aligned}
$$

which is the order of magnitude of the mean velocity of the electrons. We expect the relative velocity of two electrons to have the same order of magnitude as the
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thermal velocity of an electron. Since $\nu_{e e}$ is proportional to the relative velocity of two electrons and we only want to compare the order of magnitudes of $\nu_{e i}$ and $\nu_{e e}$, we conclude that $\nu_{e i}$ and $\nu_{e e}$ are of the same order of magnitude, so we have

$$
\nu_{e i} \approx \nu_{e e}
$$

Now consider $\nu_{i i}$. The ion thermal velocity is lower by an amount of $\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}}$ with respect to the electrons, since

$$
\left(\frac{2 T_{i}}{m_{i}}\right)^{\frac{1}{2}}=\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}}\left(\frac{2 T_{i}}{m_{e}}\right)^{\frac{1}{2}} \approx\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}}\left(\frac{2 T_{e}}{m_{e}}\right)^{\frac{1}{2}}
$$

Therefore

$$
\nu_{i i} \approx\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}} \nu_{e e}
$$

For an estimate of $\nu_{i e}$ and $\nu_{e i}$ we consider a collision of an electron head-on with an ion. The velocities after a collision of an ion with an electron are given by

$$
\begin{aligned}
& v_{i}^{\prime}=v_{i}-\frac{2 m_{e}}{m_{i}+m_{e}}\left[\left(v_{i}-v_{e}\right) \cdot \omega\right] \omega, \\
& v_{e}^{\prime}=v_{e}-\frac{2 m_{i}}{m_{i}+m_{e}}\left[\left(v_{e}-v_{i}\right) \cdot \omega\right] \omega,
\end{aligned}
$$

see corollary 1.2 .5 . The vector $\omega$ was defined as the unit vector along the line with the minimal distance of the two particles during the interaction, in the direction of particle 2. Since we consider a head-on collision, $\omega$ is parallel to $\frac{v_{i}-v_{i}}{\left|v_{i}-v_{e}\right|}$. So the formulas for the velocities after the interaction simplify to

$$
\begin{aligned}
v_{i}^{\prime} & =v_{i}-\frac{2 m_{e}}{m_{i}+m_{e}}\left(v_{i}-v_{e}\right), \\
v_{e}^{\prime} & =v_{e}-\frac{2 m_{i}}{m_{i}+m_{e}}\left(v_{e}-v_{i}\right) .
\end{aligned}
$$

Since $m_{e}$ is small compared to $m_{i}$, we get

$$
\begin{gathered}
v_{i}^{\prime}=v_{i}+O\left(\frac{m_{e}}{m_{i}}\right), \\
v_{e}^{\prime}=v_{e}+O(1)
\end{gathered}
$$

which reflects the physical fact that collisions of a heavy particle with a light one have a bigger influence on the lighter one than on the heavy one. Hence $\nu_{i e}=\frac{m_{e}}{m_{i}} \nu_{e e}$.

To summarize, in the case of ions and electrons, the collision frequencies can be ordered as follows:

$$
\nu_{e i} \approx \nu_{e e} \approx\left(\frac{m_{i}}{m_{e}}\right)^{\frac{1}{2}} \nu_{i i} \approx\left(\frac{m_{i}}{m_{e}}\right) \nu_{i e} .
$$

### 5.2.2 Macroscopic equations

In section 2.1.9 we derived macroscopic equations for the model (2.2) presented in chapter 2 . For the model (5.6) we can also derive macroscopic equations. In this case we will obtain additional terms due to the additional force terms in (5.6).

Theorem 5.2.1 (Macroscopic equations for the BGK equation for mixtures). If $f_{1}, f_{2} \in L^{\infty}(d v)$ decay fast enough to zero in the $v$ variable and are a solution to (5.6) in the sense of distributions, they satisfy the following local macroscopic conservation laws.

$$
\begin{gathered}
\partial_{t} n_{i}+\nabla_{x}\left(n_{i} u_{i}\right)=0 \\
\partial_{t} n_{e}+\nabla_{x}\left(n_{e} u_{e}\right)=0 \\
\partial_{t}\left(m_{i} n_{i} u_{i}\right)+\nabla_{x} \cdot \mathbb{P}_{i}+\nabla_{x} \cdot\left(m_{i} n_{i} u_{i} \otimes u_{i}\right)-e n_{i}\left(E+u_{i} \times B\right)=f_{m_{i, e}} \\
\partial_{t}\left(m_{e} n_{e} u_{e}\right)+\nabla_{x} \cdot \mathbb{P}_{e}+\nabla_{x} \cdot\left(m_{e} n_{e} u_{e} \otimes u_{e}\right)+e n_{e}\left(E+u_{e} \times B\right)=f_{m_{e, i}}, \\
\partial_{t}\left(\frac{m_{i}}{2} n_{i}\left|u_{i}\right|^{2}+\frac{3}{2} n_{i} T_{i}\right)+\nabla_{x} \cdot Q_{i}-e E u_{i} n_{i}=F_{E_{i, e}} \\
\partial_{t}\left(\frac{m_{e}}{2} n_{e}\left|u_{e}\right|^{2}+\frac{3}{2} n_{e} T_{e}\right)+\nabla_{x} \cdot Q_{e}+e E u_{e} n_{e}=F_{E_{e, i}}
\end{gathered}
$$

with the pressure tensor $\mathbb{P}_{k}$ and the energy flux $Q_{k}$ given by

$$
\begin{aligned}
\mathbb{P}_{k}(x, t) & =\int\left(v-u_{k}(x, t)\right) \otimes\left(v-u_{k}(x, t)\right) f_{k}(x, v, t) d v \\
Q_{k}(x, t) & =\frac{1}{2} \int|v|^{2} v f_{k}(x, v, t) d v
\end{aligned}
$$

for $k=1,2$ and with $f_{m_{i, e}}, f_{m_{e, i}}, F_{E_{i, e}}$ and $F_{E_{e, i}}$ given by the expressions in theorem 2.1.9 with $1=i$ and $2=e$ and $E, B$ given by the Maxwell equations (5.1), (5.2), (5.3) and (5.4) with charge density and charge current given by (5.9) and (5.10).

Proof. We derive only the additional terms due to the force terms in (5.6). The rest is shown in the proof of theorem 2.1.9. We start with the derivation of conservation of the number of particles. If we integrate the equation for ions in (5.6) with respect to $v$, we get

$$
\int \partial_{t} f_{i}(x, v, t) d v+\int v \cdot \nabla_{x} f_{i} d v+\int \nabla_{v} \cdot\left(\frac{e}{m_{i}}(E+v \times B) f_{i}\right) d v=0
$$

We assume that $f_{i}$ and $v f_{i}$ are decreasing fast enough to zero for $|v| \rightarrow \infty$, so with the Gauß theorem we get, that the third integral on the left-hand side vanishes. So the equation is equivalent to

$$
\partial_{t} n_{i}+\nabla_{x} \cdot\left(n_{i} u_{i}\right)=0
$$
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We can do the same with $f_{e}$. In this case we get

$$
\partial_{t} n_{e}+\nabla_{x} \cdot\left(n_{e} u_{e}\right)=0
$$

Multiplying the equation for ions by $m_{i} v$ and integrating it with respect to the velocity $v$, leads to

$$
m_{i} \int v \partial_{t} f_{i} d v+m_{i} \int v v \cdot \nabla_{x} f_{i} d v+\int v \nabla_{v} \cdot\left(e(E+v \times B) f_{i}\right) d v=f_{m_{i, e}}
$$

In the third term integration by parts with the assumption that $v f_{i}$ is decreasing fast enough to zero for $|v| \rightarrow \infty$ such that we have no contribution from the boundary terms leads to

$$
-\int e(E+v \times B) f_{i} d v
$$

which becomes

$$
-e n_{i}\left(E+u_{i} \times B\right)
$$

So all in all, we get

$$
\partial_{t}\left(m_{i} n_{i} u_{i}\right)+\nabla_{x} \cdot \mathbb{P}_{i}+\nabla_{x} \cdot\left(m_{i} n_{i} u_{i} \otimes u_{i}\right)-e n_{i}\left(E+u_{i} \times B\right)=f_{m_{i, e}} .
$$

We can do the same with $f_{e}$.
Multiplying the equation for the ions by $\frac{m_{i}}{2}|v|^{2}$ and integrating it with respect to $v$ leads to

$$
\frac{m_{i}}{2} \int|v|^{2} \partial_{t} f_{i} d v+\frac{m_{i}}{2} \int|v|^{2} v \cdot \nabla_{x} f_{i} d v+\frac{1}{2} \int|v|^{2} \nabla_{v} \cdot\left(e(E+v \times B) f_{i}\right) d v=F_{E_{i, e}} .
$$

In the third term integration by parts and the assumption that $|v|^{2} f_{i}$ and $v|v|^{2} f_{i}$ are decreasing fast enough to zero for $|v| \rightarrow \infty$ leads to

$$
\frac{1}{2} \int|v|^{2} \nabla_{v} \cdot\left(e(E+v \times B) f_{i}\right) d v=-\int e v \cdot(E+v \times B) f_{i} d v=-e E n_{i} u_{i}
$$

The term with the magnetic field vanishes since $v$ is orthogonal to $v \times B$.
We obtain the macroscopic equation

$$
\partial_{t}\left(\frac{m_{i}}{2} n_{i}\left|u_{i}\right|^{2}+\frac{3}{2} n_{i} T_{i}\right)+\nabla_{x} \cdot Q_{i}-e E u_{i} n_{i}=F_{E_{i, e}}
$$

So all in all, we get the system in theorem 5.2.1.

### 5.2.3 Entropy inequality

In this section we want to show that the entropy inequality from theorem 2.1.7 remains true for the model (5.6) with its additional force terms.

Theorem 5.2.2 (Entropy inequality). Assume $f_{i}, f_{e}>0$. With the assumption $f_{i}, f_{e}$, $v f_{i}$ and $v f_{e}$ are decreasing fast enough to zero for $|v| \rightarrow \infty$, we have the following entropy inequality

$$
\partial_{t}\left(\int f_{i} \ln f_{i} d v+\int f_{e} \ln f_{e} d v\right)+\nabla_{x} \cdot\left(\int v f_{i} \ln f_{i} d v+\int v f_{e} \ln f_{e} d v\right) \leq 0
$$

with equality if and only if $f_{i}$ and $f_{e}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. We multiply the first equation of (5.6) by $\ln f_{i}$, the second one by $\ln f_{e}$, integrate with respect to $v$ and add both. The terms which are new compared to the case of neutral particles are the terms with the magnetic and electric fields. There we use integration by parts and Gauß theorem.

$$
\begin{aligned}
\int \ln f_{i} \nabla_{v} \cdot\left(\frac{e}{m_{i}}(E+v \times B) f_{i}\right) d v & =-\int \frac{1}{f_{i}} \nabla_{v} f_{i} \cdot\left(\frac{e}{m_{i}}(E+v \times B) f_{i}\right) d v \\
=-\int \nabla_{v} f_{i} \cdot\left(\frac{e}{m_{i}}(E+v \times B)\right) d v & =-\int \nabla_{v} \cdot\left(\frac{e}{m_{i}}(E+v \times B) f_{i}\right) d v=0 .
\end{aligned}
$$

The last but one equality is due to the fact that the $i$ th component of $v \times B$ is independent of $v_{i}$. We can do the same for the term coming from the electrons, so

$$
\int \ln f_{e} \nabla_{v} \cdot\left(\frac{-e}{m_{e}}(E+v \times B) f_{e}\right) d v=0
$$

So the additional terms turn out to be zero and we obtain the same inequality for the entropy as in the case of neutral particles.

### 5.3 Deriving macroscopic MHD equations

In this section we want to illustrate the model in the case of ions and electrons. We want to show that it is possible to put the proposed kinetic model in the context of the typical macroscopic equations for charged particles. Therefore we want to derive the equations of ideal magnetohydrodynamics, from our model. You can also find a similar derivation in [15] but for an isothermal flow.

### 5.3.1 The BGK model for ions and electrons

We consider the case of ions and electrons and set $\varepsilon=\frac{m_{2}}{m_{1}}$ as it is motivated in section 5.2.1. For simplicity, we take $\delta=0, \alpha=\frac{m_{2}}{m_{1}+m_{2}}$ and $\gamma=0$ in (2.6) and (2.10), although the MHD equations can also derived from the general model. We use the index $i$ for the ions and $e$ for the electrons. Then the particles are subjected to the Lorentz force $F_{i}=e(E+v \times B)$ and $F_{e}=-e(E+v \times B)$, where $e$ is the elementary charge and $E$ and $B$ the mean electric and magnetic fields given by the Maxwell
equations (5.1), (5.2), (5.3) and (5.4) with the charge density given by (5.9) and the charge current given by (5.10). In this case the model (5.6) rewrites as

$$
\begin{align*}
& \partial_{t} f_{i}+v \cdot \nabla_{x} f_{i}+\frac{e(E+v \times B)}{m_{i}} \cdot \nabla_{v} f_{i}=\nu_{i i} n_{i}\left(M_{i}-f_{i}\right)+\nu_{i e} n_{e}\left(M_{i e}-f_{i}\right), \\
& \partial_{t} f_{e}+v \cdot \nabla_{x} f_{e}-\frac{e(E+v \times B)}{m_{e}} \cdot \nabla_{v} f_{e}=\nu_{e e} n_{e}\left(M_{e}-f_{e}\right)+\frac{m_{i}}{m_{e}} \nu_{i e} n_{i}\left(M_{e i}-f_{e}\right) \tag{5.14}
\end{align*}
$$

### 5.3.2 Macroscopic equations for electrons and ions

In order to derive macroscopic equations, we multiply the first equation of (5.14) with $\left(1, m_{i} v, \frac{m_{i}}{2}|v|^{2}\right)$, and the second with $\left(1, m_{e} v, \frac{m_{e}}{2}|v|^{2}\right)$. Then we integrate them with respect to the velocity. We obtain the system derived in theorem 5.2.1 with the specific values for $\alpha, \delta$ and $\gamma$. The obtained macroscopic system is not closed since we obtain terms of the form $\int v \otimes v f_{i} d v, \int v \otimes v f_{e} d v, \int|v|^{2} v f_{i} d v$ and $\int|v|^{2} v f_{e} d v$. All the other terms are functions of known quantities given in (5.5). We propose the following closure. There are plasmas where the two species first relax to its own equilibrium and then to a global one. According to chapter 1.9 in [11], we expect that plasmas are typically not in global equilibrium, although the components may be in a partial equilibrium. This means, the electrons are in equilibrium with itself but not with the ions, and the other way round. So in our considerations we assume that each species is in equilibrium with itself, e.g. setting $f_{i}=M_{i}$ and $f_{e}=M_{e}$ in the equations from theorem 5.2.1. In this way, we obtain a closed system of equations for the conservation of mass, momentum and energy.

$$
\begin{gathered}
\partial_{t} n_{k}+\nabla_{x}\left(n_{k} u_{k}\right)=0, \quad k=i, e, \\
\partial_{t}\left(m_{i} n_{i} u_{i}\right)+\nabla_{x}\left(n_{i} T_{i}\right)+\nabla_{x} \cdot\left(m_{i} u_{i} \otimes u_{i} n_{i}\right)-e n_{i}\left(E+u_{i} \times B\right) \\
=\nu_{i e} m_{i} n_{e} n_{i}\left(u_{e}-u_{i}\right), \\
\partial_{t}\left(m_{e} n_{e} u_{e}\right)+\nabla_{x}\left(n_{e} T_{e}\right)+\nabla_{x} \cdot\left(m_{e} u_{e} \otimes u_{e} n_{e}\right)+e n_{e}\left(E+u_{e} \times B\right) \\
=\nu_{e i} m_{e} n_{e} n_{i}\left(u_{i}-u_{e}\right), \\
\begin{array}{r}
\partial_{t}\left(\frac{m_{i}}{2} n_{i}\left|u_{i}\right|^{2}+\frac{3}{2} n_{i} T_{i}\right)+\nabla_{x} \cdot\left(\frac{5}{2} n_{i} T_{i} u_{i}\right)+\nabla_{x} \cdot\left(\frac{m_{i}}{2} n_{i}\left|u_{i}\right|^{2} u_{i}\right)-e n_{i} E u_{i} \\
=\frac{1}{2} \nu_{i e} n_{e} n_{i} m_{i}\left(\left|u_{e}\right|^{2}-\left|u_{i}\right|^{2}\right)+\nu_{i e} \frac{3}{2} n_{i} n_{e} \frac{m_{i}}{m_{e}+m_{i}}\left(T_{e}-T_{i}\right), \\
\partial_{t}\left(\frac{m_{e}}{2} n_{e}\left|u_{e}\right|^{2}+\frac{3}{2} n_{e} T_{e}\right)+\nabla_{x} \cdot\left(\frac{5}{2} n_{e} T_{e} u_{e}\right)+\nabla_{x} \cdot\left(\frac{m_{e}}{2} n_{e}\left|u_{e}\right|^{2} u_{e}\right)+e n_{e} E u_{e} \\
=\frac{1}{2} \nu_{e i} n_{e} n_{i} m_{e}\left(\left|u_{i}\right|^{2}-\left|u_{e}\right|^{2}\right)+\nu_{e i} \frac{3}{2} n_{i} n_{e} \frac{m_{e}}{m_{e}+m_{i}}\left(T_{i}-T_{e}\right) .
\end{array}
\end{gathered}
$$

Note that we used the specific values $\delta=0, \alpha=\frac{m_{2}}{m_{1}+m_{2}}$ and $\gamma=0$ in the exchange terms. In order to determine the time evolution of the electric and magnetic field, we couple the system with the Maxwell equations.

$$
\begin{aligned}
\nabla_{x} \cdot E & =\frac{1}{\varepsilon_{0}} \rho_{c} \\
\nabla_{x} \times E+\partial_{t} B & =0 \\
\nabla_{x} \times B & =\mu_{0} j+\mu_{0} \varepsilon_{0} \partial_{t} E, \\
\nabla_{x} \cdot B & =0 \\
\rho_{c} & =e\left(n_{i}-n_{e}\right), \\
j & =e\left(n_{i} u_{i}-n_{e} u_{e}\right),
\end{aligned}
$$

where $\mu_{0}, \varepsilon_{0}$ are the magnetic and electric vacuum permittivity. From physics, we expect that these two constant are linked by the speed of light $c$ via $c^{2}=\frac{1}{\mu_{0} \varepsilon_{0}}$.

### 5.3.3 Dimensionless equations

First we define dimensionless variables of the time $t$, the length $x$, the velocities $u_{e}, u_{i}$, the number densities $n_{e}, n_{i}$, the temperatures $T_{e}, T_{i}$, the magnetic field $B$, the electric field $E$, the electron-ion collision frequency $\nu_{e i}$, the ion-electron collision frequency $\nu_{i e}$ and the current density $j$, for example $t^{\prime}={ }^{t} / \bar{t}$ for a typical time scale $\bar{t}$. In particular, the order of magnitudes of some quantities are assumed to be linked: We assume that both species have densities, mean velocities and temperatures of the same order of magnitude, e.g. $\bar{n}_{i}=\bar{n}_{e}=\bar{n}, \quad \bar{u}_{i}=\bar{u}_{e}=\bar{u}=\bar{x} / \bar{t}$ and $\bar{T}_{i}=\bar{T}_{e}=\bar{T}$. The last two assumptions allow to assume that we are close to a thermodynamic equilibrium in which the two mean velocities and temperatures would be equal. Further, we assume that $\bar{E}=\bar{B} \bar{u}$. From non-dimensionalizing the first two Maxwell equations we see that this means that the electric field induced by a change of the magnetic field in time dominates over the fields which arise from charges and currents. Furthermore, we assume that $\bar{B}=\mu_{0} \bar{x} \bar{j}$, which means that the magnetic field induced by currents dominates over the magnetic field due to changes of the electric field in time.

This leads to the following equations, where now the variables are non-dimensional

$$
\begin{gathered}
\partial_{t} n_{k}+\nabla_{x} \cdot\left(n_{k} u_{k}\right)=0, \quad k=i, e, \\
\partial_{t}\left(n_{i} u_{i}\right)+C_{1} \nabla_{x}\left(n_{i} T_{i}\right)+\nabla_{x} \cdot\left(n_{i} u_{i} \otimes u_{i}\right)-C_{2} n_{i}\left(E+u_{i} \times B\right)= \\
C_{3} \nu_{i e} n_{e} n_{i}\left(u_{e}-u_{i}\right), \\
C_{4} \partial_{t}\left(n_{e} u_{e}\right)+C_{1} \nabla_{x}\left(n_{e} T_{e}\right)+C_{4} \nabla_{x} \cdot\left(n_{e} u_{e} \otimes u_{e}\right)+C_{2} n_{e}\left(E+u_{e} \times B\right)= \\
C_{3} \nu_{i e} n_{e} n_{i}\left(u_{i}-u_{e}\right),
\end{gathered}
$$

$$
\begin{gathered}
C_{1} \partial_{t}\left(\frac{3}{2} n_{i} T_{i}\right)+\partial_{t}\left(\frac{1}{2} n_{i}\left|u_{i}\right|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n_{i} T_{i} u_{i}\right)+\nabla_{x} \cdot\left(\frac{1}{2} n_{i}\left|u_{i}\right|^{2} u_{i}\right) \\
=C_{2} E n_{i} u_{i}+C_{3} \frac{1}{2} \nu_{i e} n_{e} n_{i}\left(\left|u_{e}\right|^{2}-\left|u_{i}\right|^{2}\right)+\frac{1}{1+C_{4}} C_{3} C_{1} \nu_{i e} \frac{3}{2} n_{i} n_{e}\left(T_{e}-T_{i}\right), \\
C_{1} \partial_{t}\left(\frac{3}{2} n_{e} T_{e}\right)+C_{4} \partial_{t}\left(\frac{1}{2} n_{e}\left|u_{e}\right|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n_{e} T_{e} u_{e}\right)+C_{4} \nabla_{x} \cdot\left(\frac{1}{2} n_{e}\left|u_{e}\right|^{2} u_{e}\right) \\
=-C_{2} E n_{e} u_{e}+C_{3} \frac{1}{2} \nu_{e i} n_{e} n_{i}\left(\left|u_{i}\right|^{2}-\left|u_{e}\right|^{2}\right)+\frac{1}{1+C_{4}} C_{3} C_{1} \nu_{i e} \frac{3}{2} n_{i} n_{e}\left(T_{i}-T_{e}\right),
\end{gathered}
$$

together with the Maxwell equations

$$
\begin{aligned}
C_{5} M \nabla_{x} \cdot E & =\rho_{c}, \\
\nabla_{x} \times E+\partial_{t} B & =0, \\
\nabla_{x} \times B & =j+M \partial_{t} E, \\
\nabla_{x} \cdot B & =0, \\
\rho_{c} & =\left(n_{i}-n_{e}\right), \\
C_{5} j & =\left(n_{i} u_{i}-n_{e} u_{e}\right) .
\end{aligned}
$$

The constants $C_{i}, i=1, \ldots, 5$ and $M$ are dimensionless parameters. In particular,

$$
C_{1}=\frac{\bar{n} \bar{T}}{m_{i} \bar{n} \bar{u}^{2}}, \quad C_{2}=\frac{e \bar{B} \bar{t}}{m_{i}}, \quad C_{3}=\bar{\nu}_{i e} \bar{n} \bar{t}, \quad C_{4}=\frac{m_{e}}{m_{i}}, \quad C_{5}=\frac{\bar{j}}{e \bar{n} \bar{u}} \quad \text { and } \quad M=\frac{\bar{u}^{2}}{c^{2}},
$$

coming from non-dimensionalizing. The physical meaning is the following: $C_{1}$ describes the ratio of the typical scale of thermal energy $\bar{n} \bar{T}$ and of the kinetic energy $m_{i} \bar{n} \bar{u}^{2}$ of ions. For the meaning of $C_{2}$, we consider an ion travelling with a speed perpendicular to a magnetic field at distance $r$, the force due to the magnetic field $e \bar{B} \bar{u}$ on the particle acts as a centripetal force $\frac{m \bar{u}^{2}}{r}$, so the norm of the forces is equal

$$
\frac{m \bar{u}^{2}}{r}=e \bar{B} \bar{u}
$$

which is equivalent to $\omega:=\frac{\bar{u}}{r}=\frac{e \bar{B} \bar{u}}{m}$ which describes a frequency called cyclotron frequency. So $C_{2}$ is the product of the typical scale of the cyclotron frequency and the typical time scale. $C_{3}$ is the ratio of the macroscopic time scale and the time scale induced by the collisions. $C_{4}$ is the mass ratio and $M$ the typical scale of the speed squared and the speed of light squared. Finally, $C_{5}$ is the typical scale of the current density induced by electric fields over the typical scale of the current induced by the flow of the particles.

### 5.3.4 The limits to the MHD equations

Now we consider the formal limit of the mass ratio $C_{4} \rightarrow 0$ and the non-relativistic limit $M \rightarrow 0$.

Theorem 5.3.1. The formal limit of the mass ratio $C_{4} \rightarrow 0$ and the non-relativistic limit $M \rightarrow 0$ of the non-dimensionalized system with the remaining parameters $C_{1}, C_{2}, C_{3}$ and $C_{5}$ remaining finite is the system

$$
\begin{aligned}
& \partial_{t} n+\nabla_{x} \cdot(n u)=0, \\
& \partial_{t}(n u)+C_{1} \nabla_{x}(n T)+\nabla_{x} \cdot(n u \otimes u)=C_{2} C_{5} j \times B, \\
& C_{1} \partial_{t}\left(\frac{3}{2} n T\right)+\partial_{t}\left(\frac{1}{2} n|u|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n u\left(T_{e}-T_{i}\right)\right)-C_{1} C_{5} \nabla_{x} \cdot\left(\frac{5}{2} T j\right) \\
&+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u\right)=C_{2} C_{5} E j, \\
& \frac{C_{3}}{C_{2}} C_{1} \nabla_{x}\left(n T_{e}\right)+C_{3} n(E+u \times B)-C_{3} C_{5}(j \times B)=\frac{C_{3}^{2}}{C_{2}} C_{5} \nu_{e i} n j, \\
& \frac{C_{3}}{C_{2}} C_{1} \partial_{t}\left(\frac{3}{2} n T_{e}\right)+\frac{C_{3}}{C_{2}} C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T_{e} u\right)-\frac{C_{3}}{C_{2}} C_{1} C_{5} \nabla_{x} \cdot\left(\frac{5}{2} T_{e} j\right)=-C_{3} E n\left(u-C_{5} \frac{j}{n}\right) \\
&+\frac{C_{3}^{2}}{C_{2}} C_{5} \nu_{e i} n j u-\frac{C_{3}^{2}}{C_{2}} C_{5}^{2} \frac{1}{2} \nu_{e i}|j|^{2}+\frac{C_{3}}{C_{2}} C_{3} C_{1} \nu_{e i} \frac{3}{2} n^{2}\left(T_{i}-T_{e}\right), \\
& \nabla_{x} \times E+\partial_{t} B=0, \\
& \nabla_{x} \cdot B=0, \\
& \nabla_{x} \times B=j, \\
& C_{5} j=n\left(u-u_{e}\right) .
\end{aligned}
$$

Proof. We start with the non-dimensionalized system from section 5.3.3. In the limit $M \rightarrow 0$, we get from the first Maxwell equation that $n_{i}$ and $n_{e}$ converge formally to the same limit $n$. The third Maxwell equation simplifies to

$$
\nabla_{x} \times B=j
$$

We denote the limit of $u_{i}$ by $u$. Then we get from conservation of the number of ions

$$
\partial_{t} n+\nabla_{x} \cdot(n u)=0 .
$$

In the limit $C_{4} \rightarrow 0$, the momentum equation of the electrons turns into

$$
\begin{equation*}
C_{1} \nabla_{x}\left(n T_{e}\right)+C_{2} n\left(E+u_{e} \times B\right)=C_{3} \nu_{i e} n n\left(u-u_{e}\right) . \tag{5.15}
\end{equation*}
$$

The limit of the sum of the momentum equations with $T:=T_{i}+T_{e}$ gives

$$
\begin{equation*}
\partial_{t}(n u)+C_{1} \nabla_{x}(n T)+\nabla_{x} \cdot(u \otimes u n)+C_{2} n\left(u_{e}-u\right) \times B=0 . \tag{5.16}
\end{equation*}
$$

5 Extension to a kinetic model for plasmas consisting of electrons and ions

The other Maxwell equations turn into

$$
\begin{gather*}
\nabla_{x} \times E+\partial_{t} B=0, \\
\nabla_{x} \cdot B=0 \\
C_{5} j=n\left(u-u_{e}\right) . \tag{5.17}
\end{gather*}
$$

The energy equation of the electrons leads to

$$
\begin{array}{r}
C_{1} \partial_{t}\left(\frac{3}{2} n T_{e}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T_{e} u_{e}\right)  \tag{5.18}\\
=-C_{2} E n_{e} u_{e}+C_{3} \frac{1}{2} \nu_{e i} n^{2}\left(|u|^{2}-\left|u_{e}\right|^{2}\right)+C_{3} C_{1} \nu_{e i} \frac{3}{2} n^{2}\left(T_{i}-T_{e}\right) .
\end{array}
$$

From the sum of the energy equations we get

$$
\begin{align*}
C_{1} \partial_{t}\left(\frac{3}{2} n T\right)+\partial_{t}\left(\frac{1}{2} n|u|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2}\left(n T_{e} u_{e}+n T_{i} u\right)\right) & +\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u\right) \\
& =C_{2} \operatorname{En}\left(u-u_{e}\right) . \tag{5.19}
\end{align*}
$$

Using $C_{5} j=n\left(u-u_{e}\right)$, we get from (5.15), (5.16) and (5.19)

$$
\begin{gather*}
C_{1} \nabla_{x}\left(n T_{e}\right)+C_{2} n\left(E+u_{e} \times B\right)=C_{3} C_{5} \nu_{e i} n j, \\
\partial_{t}(n u)+C_{1} \nabla_{x}(n T)+\nabla_{x} \cdot(n u \otimes u)=C_{2} C_{5} j \times B, \\
C_{1} \partial_{t}\left(\frac{3}{2} n T\right)+\partial_{t}\left(\frac{1}{2} n|u|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2}\left(n T_{e} u_{e}+n T_{i} u\right)\right)+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u\right) \\
=C_{2} C_{5} E j . \tag{5.21}
\end{gather*}
$$

Writing $|u|^{2}-\left|u_{e}\right|^{2}$ as $\left(u-u_{e}\right) \cdot\left(u+u_{e}\right)$ and again replacing $j$ by $C_{5} j=n\left(u-u_{e}\right)$, we obtain from (5.18)

$$
\begin{align*}
C_{1} \partial_{t}\left(\frac{3}{2} n T_{e}\right) & +C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T_{e} u_{e}\right) \\
& =-C_{2} E n_{e} u_{e}+C_{3} C_{5} \frac{1}{2} \nu_{e i} n j\left(u+u_{e}\right)+C_{3} C_{1} \nu_{e i} \frac{3}{2} n n\left(T_{i}-T_{e}\right) \tag{5.22}
\end{align*}
$$

Equations (5.20) and (5.22) are equivalent to

$$
\begin{equation*}
C_{1} \nabla_{x}\left(n T_{e}\right)+\frac{C_{2}}{C_{3}} C_{3} n\left(E+u_{e} \times B\right)=\frac{C_{3}^{2}}{C_{2}} \frac{1}{\frac{C_{3}}{C_{2}}} C_{5} \nu_{e i} n j, \tag{5.23}
\end{equation*}
$$

$$
\begin{align*}
C_{1} \partial_{t} & \left(\frac{3}{2} n T_{e}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T_{e} u_{e}\right) \\
& =-\frac{C_{2}}{C_{3}} C_{3} E n u_{e}+\frac{C_{3}^{2}}{C_{2}} \frac{1}{\frac{C_{3}}{C_{2}}} C_{5} \frac{1}{2} \nu_{e i} n j\left(u+u_{e}\right)+C_{3} C_{1} \nu_{e i} \frac{3}{2} n^{2}\left(T_{i}-T_{e}\right) . \tag{5.24}
\end{align*}
$$

We multiply (5.23) and (5.24) by $\frac{C_{3}}{C_{2}}$ and insert $u_{e}=u-C_{5} \frac{j}{n}$ from (5.17), we get from (5.21), (5.23) and (5.24)

$$
\begin{aligned}
& C_{1} \partial_{t}\left(\frac{3}{2} n T\right)+\partial_{t}\left(\frac{1}{2} n|u|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n u\left(T_{e}-T_{i}\right)\right)-C_{1} C_{5} \nabla_{x} \cdot\left(\frac{5}{2} T j\right) \\
&+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u\right)=C_{2} C_{5} E j, \\
& \frac{C_{3}}{C_{2}} C_{1} \nabla_{x}\left(n T_{e}\right)+C_{3} n(E+u \times B)-C_{3} C_{5}(j \times B)=\frac{C_{3}^{2}}{C_{2}} C_{5} \nu_{e i} n j, \\
&= \frac{C_{3}}{C_{2}} C_{1} \partial_{t}\left(\frac{3}{2} n T_{e}\right)+\frac{C_{3}}{C_{2}} C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T_{e} u\right)-\frac{C_{3}}{C_{2}} C_{1} C_{5} \nabla_{x} \cdot\left(\frac{5}{2} T_{e} j\right) \\
&=- E n\left(u-C_{5} \frac{j}{n}\right)+\frac{C_{3}^{2}}{C_{2}} C_{5} \nu_{e i} n j u-\frac{C_{3}^{2}}{C_{2}} C_{5}^{2} \frac{1}{2} \nu_{e i}|j|^{2}+\frac{C_{3}}{C_{2}} C_{3} C_{1} \nu_{e i} \frac{3}{2} n^{2}\left(T_{i}-T_{e}\right) .
\end{aligned}
$$

Next, we consider the formal limit $C_{5} \rightarrow 0$ and $\frac{C_{3}}{C_{2}} \rightarrow 0$, such that $C_{2} C_{5}$ and $\frac{C_{3}^{2} C_{5}}{C_{2}}$ remain bounded away from zero. Physically the first limit means that the current from moving particles $e \bar{n} \bar{u}$ dominates over the current due to electric forces $\bar{j}$. The second limit means that the cyclotron frequency $\frac{e \bar{B}}{m_{i}}$ dominates over the collision frequency $\bar{\nu}_{i e} \bar{n}$, while the current due to electric fields $\bar{j}$ per cyclotron time $1 / \frac{e \bar{B}}{m_{i}}$ over the current induced by the flow $e \bar{n} \bar{u}$ in a typical time scale $\bar{t}$, remains bounded away from zero. Moreover, the ratio of the collision frequency and the cyclotron frequency is assumed to be of the same order of the electric current per collision time $\frac{1}{\bar{\nu}_{i} \bar{n}}$ over the current induced by the flow per typical time scale. All in all, we get the following theorem.

Theorem 5.3.2. As $C_{5} \rightarrow 0$ and $\frac{C_{3}}{C_{2}} \rightarrow 0$, such that $C_{2} C_{5}$ and $\frac{C_{3}^{2} C_{5}}{C_{2}}$ remain bounded away from zero, formally the solution of the system in theorem 5.3.1 tends to the solution of

$$
\begin{align*}
\partial_{t} n+\nabla_{x} \cdot(n u) & =0,  \tag{5.25}\\
\partial_{t}(n u)+C_{1} \nabla_{x}(n T)+\nabla_{x} \cdot(n u \otimes u) & =C_{2} C_{5} j \times B,  \tag{5.26}\\
C_{1} \partial_{t}\left(\frac{3}{2} n T\right)+\partial_{t}\left(\frac{1}{2} n|u|^{2}\right)+C_{1} \nabla_{x} \cdot\left(\frac{5}{2} n T u\right)+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u\right) & =C_{2} C_{5} E j, \tag{5.27}
\end{align*}
$$

5 Extension to a kinetic model for plasmas consisting of electrons and ions

$$
\begin{align*}
(E+u \times B) & =\frac{C_{3} C_{5}}{C_{2}} \nu_{e i} j,  \tag{5.28}\\
E u & =\frac{C_{3}^{2} C_{5}}{C_{2}} \nu_{e i} j u,  \tag{5.29}\\
\nabla_{x} \times B & =j,  \tag{5.30}\\
\nabla_{x} \times E+\partial_{t} B & =0,  \tag{5.31}\\
\nabla_{x} \cdot B & =0 . \tag{5.32}
\end{align*}
$$

This is a direct consequence of theorem 5.3.1. Last we consider the formal limit $C_{3} \rightarrow 0$ which means that interactions of ions and electrons can be neglected. In addition, we choose the special regime where $C_{1}=1$, that is $\bar{n} \bar{T}=m_{i} \bar{n} \bar{u}^{2}$ and $C_{2} C_{5}=1$ in order to obtain the well-known conservation form for ideal MHD.
Theorem 5.3.3. As $C_{3} \rightarrow 0$ and in the special regime $C_{1}=1$ and $C_{2} C_{5}=1$, formally, we obtain the system of ideal MHD equations

$$
\begin{gathered}
\partial_{t} n+\nabla_{x} \cdot(n u)=0 \\
\partial_{t}(n u)+\nabla_{x}\left(u \otimes u n+\left(p+\frac{1}{2}|B|^{2}\right) \mathbf{1}-B \otimes B\right)=0 \\
\partial_{t}\left(\frac{1}{2} n|u|^{2}+\frac{3}{2} p+\frac{1}{2}|B|^{2}\right)+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u+\frac{5}{2} p u+|B|^{2} u-B \cdot(B \otimes u)\right)=0, \\
\partial_{t} B+\nabla_{x} \cdot(B \otimes u-u \otimes B)=0 \\
\nabla_{x} \cdot B=0
\end{gathered}
$$

Proof. In the limit $C_{3} \rightarrow 0$, the equations (5.28) and (5.29) turn into

$$
\begin{array}{r}
E+u \times B=0, \\
E u=0 . \tag{5.34}
\end{array}
$$

We insert $j=\nabla_{x} \times B$ from (5.30) into (5.26). The $l$-th component of the term $\left(\nabla_{x} \times B\right) \times B$ can be simplified to $\sum_{n=1}^{3} B_{n}\left(\partial_{x_{l}} B_{n}-\partial_{x_{n}} B_{l}\right), \quad l=1,2,3$. Since $\nabla_{x} \cdot B=0$, we can add $\left(\nabla_{x} \cdot B\right) B_{l}$, so we get $\sum_{n=1}^{3} B_{n}\left(\partial_{x_{l}} B_{n}-\partial_{x_{n}} B_{l}\right)+\left(\nabla_{x} \cdot B\right) B_{l}$ which is the $l-$ th component of $-\nabla_{x} \cdot\left(\frac{1}{2}|B|^{2} \mathbf{1}-B \otimes B\right)$. Thus, (5.26) turns into

$$
\partial_{t}(n u)+\nabla_{x} \cdot\left(u \otimes u n+\left(n T+\frac{1}{2}|B|^{2}\right) \mathbf{1}-B \otimes B\right)=0 .
$$

Now, we insert $E=-u \times B$ from (5.33) into (5.31). In a similar way again using $\nabla_{x} \cdot B=0$, we obtain $-\nabla_{x} \times(u \times B)=\nabla_{x} \cdot(B \otimes u-u \otimes B)$, so (5.31) leads to

$$
\begin{equation*}
\partial_{t} B+\nabla_{x} \cdot(B \otimes u-u \otimes B)=0 . \tag{5.35}
\end{equation*}
$$

Finally, inserting (5.30), (5.33), $\nabla_{x} \cdot B=0$ and (5.35) into (5.27), leads to $\partial_{t}\left(\frac{1}{2} n|u|^{2}+\frac{3}{2} n T+\frac{1}{2}|B|^{2}\right)+\nabla_{x} \cdot\left(\frac{1}{2} n|u|^{2} u+\frac{5}{2} n T u+|B|^{2} u-B \cdot(B \otimes u)\right)=0$.

## Chapter 6

## Application to plasmas

As we mentioned in the previous chapter, there are several applications where a mixture of ions and electrons needs to be modelled and simulated. In this chapter we develop the prerequisites in order to simulate a mixture of ions and electrons in a certain regime. The regime of the mixture is the following. In some regions the mixture is near equilibrium in other regions it is far away from equilibrium. In section 6.1 we extend a method called micro-macro decomposition from one species to a gas mixture. Using this method we can derive a system of coupled kinetic and macroscopic equations from the system of kinetic equations. The advantage of this new system is that it is more appropriate in order to simulate a mixture which is partly close to equilibrium. This is needed for example in the case of a plasma in a Tokamak, a toroidal-shaped chamber where a plasma can be confined for the research on controlled fusion. More details are described in the next section. In the following section we want to consider two test cases which can be used to test the results of a numerical simulation with the theory of the model. The first one considers the space-homogeneous case. In the space-homogeneous case we can prove convergence rates of the velocities and the temperatures to a common value and of the distribution functions to Maxwell distributions. These estimates are derived in section 6.2.1. They can be compared to the results of a numerical simulation. The second test case is an extension of the theory of Landau damping to two species in section 6.2.2. It is a theory which shows a physical behaviour of a mixture of ions and electrons. This theoretical result can also be compared to a result of a numerical simulation.

### 6.1 Kinetic/Fluid micro-macro decomposition for two component plasmas

We want to model a plasma consisting of two species, electrons and one species of ions. The kinetic description of a plasma is based on the Vlasov equation. In [28], Crestetto, Crouseilles and Lemou developed a numerical simulation of the Vlasov-BGK equation in the fluid limit using particles. They consider a Vlasov-BGK equation for the electrons and treat the ions as a background charge. In [28] a micro-macro decomposition is used as in [12] where asymptotic preserving schemes have been derived in the fluid limit. In [28], the approach in [12] is modified by using a particle approximation for the kinetic part, the fluid part being always discretized by standard Finite Volume schemes. Other approaches where a kinetic description of one species is written in a micro-macro decomposition can be seen in [30, 31].

In this section, we want to model both the electrons and the ions by a Vlasov-BGK equation instead of treating one only as a background charge. Such a two component kinetic description of the gas mixture has for example importance in a Tokamak plasma. In regions next to the wall of the Tokamak, the plasma is close to a fluid, but the kinetic description is mandatory in the core plasma so that a hybrid fluid/kinetic description is adequate. For this, we want to use the approach in [28], since it has the following advantages: the presented scheme has a much less level of noise compared to the standard particle method and the computational cost of the micro-macro model is reduced in the fluid regime since a small number of particles is needed for the micro part.

From the modelling point of view, we want to describe this gas mixture using two distribution functions via the Vlasov equation with interaction terms on the righthand side. For the interactions we use the BGK approach, since BGK models give rise to efficient numerical computations, see for example [72, 41, 35, 12, 34, 13, 28]. In previous sections we have seen that there are two types of BGK models for gas mixtures, one with one relaxation term on the right-hand side, one with two interaction terms one the right-hand side. In this section we are interested in the second type of models, and use the model developed in chapter 2 . In this type of model the two different types of interactions, interactions of a species with itself and interactions of a species with the other one, are kept separated. Therefore we can see how these different types of interactions influence the trend to equilibrium. From the physical point of view, we expect two different types of trends to equilibrium. For example, if the collision frequencies of the particles of each species with itself are larger compared to the collision frequencies related to interspecies collisions, we expect that we first observe that the relaxation of the two distribution functions to its own equilibrium distribution is faster compared to the relaxation towards a common velocity and a common temperature. This effect is clearly seen in the model presented in chapter 2 since the two types of interactions are separated.

The outline of this section is as follows: In section 6.1.1 we illustrate the idea of a micro-macro decomposition in the case of one species. In section 6.1 .2 we want to mention the usefulness of this micro-macro decomposition by giving a physical application where it is reasonable to apply it. In section 6.1 .3 we present the model for a plasma consisting of electrons and one species of ions and write it in dimensionless form. In section 6.1 .4 we derive the micro-macro decomposition of the model presented in section 6.1.3. Sections 6.1.3, 6.1.3 and 6.1.4 are also presented in [29] by Crestetto, Klingenberg and Pirner.

### 6.1.1 The idea of the micro-macro decomposition for one species

We want to illustrate the method of the micro-macro decomposition in the case of one species for the Vlasov-Poisson-BGK equation using particles done in [28]. We consider a distribution function $f(x, v, t) \geq 0$ and $E(x, t)$ is a self consistent electric
field where $x \in[0, L]$ is the position and $v \in \mathbb{R}$ the velocity and $t \geq 0$ the time. The Vlasov-BGK equation with initial data reads

$$
\begin{cases}\partial_{t} f+v \partial_{x} f & =\frac{1}{\varepsilon}(M-f)  \tag{6.1}\\ f(x, v, 0) & =f^{0}(x, v)\end{cases}
$$

coupled with the Maxwell equation

$$
\left\{\begin{align*}
\partial_{x} E(x, t) & =\int f(x, v, t) d v-1  \tag{6.2}\\
\int_{0}^{L} E(x, t) d x & =0
\end{align*}\right.
$$

and $f$ and $E$ are assumed to have periodic boundary conditions in $x$. The Maxwell distribution $M$ in one dimension is given by

$$
M=\frac{n}{\sqrt{2 \pi \frac{T}{m}}} \exp \left(-\frac{|v-u|^{2}}{T / m}\right)
$$

with mass $m$ and the moments

$$
\int f(v)\left(\begin{array}{c}
1 \\
v \\
m|v-u|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n \\
n u \\
n T
\end{array}\right)
$$

The idea of the micro-macro decomposition is the following. We decompose the distribution function $f$ into

$$
f=M+g
$$

With this decomposition we can derive the system

$$
\begin{array}{r}
\partial_{t} g+\left(\mathbf{1}-\Pi_{M}\right)\left(v \partial_{x} g+E \partial_{v} g\right)=\frac{1}{\varepsilon}\left[-g-\varepsilon\left(\mathbf{1}-\Pi_{M}\right)\left(v \partial_{x} M+E \partial_{v} M\right)\right], \\
\partial_{t}\left(\begin{array}{c}
n \\
n u \\
\frac{1}{2} n u^{2}+\frac{1}{2} n \frac{T}{m}
\end{array}\right)+\partial_{x}\left(\begin{array}{c}
n u \\
n u^{2}+n \frac{T}{m} \\
\frac{1}{2} n u^{3}+\frac{3}{2} n \frac{T}{m} u
\end{array}\right)+\partial_{x}\left(\int\left(\begin{array}{c}
1 \\
v \\
\frac{v^{2}}{2}
\end{array}\right) g d v\right)=\left(\begin{array}{c}
0 \\
n E \\
n E u
\end{array}\right), \tag{6.3}
\end{array}
$$

where $\Pi_{M}$ denotes the orthogonal projection in $L^{2}\left(\frac{1}{M} d v\right)$ onto the null space of the BGK operator. All in all, one can show the following theorem.

Theorem 6.1.1. If $(f, E)$ is a solution of (6.1), (6.2), then $((n, u, T), g, E)=$ $\left(\int\left(1, \frac{v}{n}, \frac{m}{n}|v-u|^{2}\right) f d v, f-M, E\right)$ is a solution of (6.3), (6.2), with the associated initial data

$$
\begin{equation*}
(n(0), u(0), T(0))=\left(\int\left(1, v, \frac{v^{2}}{2}\right) f^{0}(v) d v\right), g(0)=f(0)-M(0) \tag{6.4}
\end{equation*}
$$

Conversely, if $(n, u, T, g, E)$ is a solution of (6.3), (6.2) with initial data (6.4), then $\int\left(1, \frac{v}{n}, \frac{m}{n}|v-u|^{2}\right) g d v=0$ and $f=M+g$ is a solution to (6.1), (6.2).

## 6 Application to plasmas

The proof is given in [12] without the electric field. In [28] the first part of the theorem is shown with an electric field. We will not repeat it here since we carry it out later in the two species case. The advantage from the numerical point of view is the following. The equation (6.1) is a kinetic equation. The system (6.3) is a system consisting of a kinetic type equation and a macroscopic type equation. The kinetic equation is solved by a particle in cell (PIC) method, the macroscopic equation by Finite Volume schemes. The particle-in-cell method is more costly from the computational point of view. So the advantage of the system (6.3) is the following. If we are close to equilibrium we can take less particles in the particle-in-cell method since the time evolution is mainly described by the macroscopic equation which reduces the computational cost.

### 6.1.2 Physical application for the micro-macro decomposition

One application with a plasma is the controlled thermonuclear fusion. It is described in [80]. The aim of a controlled nuclear fusion is to develop new energy sources. According to principles of relativistic physics we can produce energy by performing a transformation that removes the mass. There are two possibilities to obtain this, a fission reaction which generates two lighter nuclei from the nucleus of a heavy atom; and a fusion reaction that creates a heavier nucleus from two light atoms. Controlled fusion is still in the research stage. The temperatures required for thermonuclear fusion are larger than one hundred million degrees. At this temperatures the electrons are totally freed from their atoms so that one obtains a gas of electrons and ions which is a totally ionized plasma. One project concerning thermonuclear fusion is the ITER project. There, the plasma is confined in a toroidal shaped chamber called a Tokamak. Inside the Tokamak we have a regime in which it is useful to use the micro-macro decomposition. In regions next to the wall of the Tokamak, the plasma is close to a fluid, but the kinetic description is mandatory in the core plasma so that a hybrid fluid/kinetic description is adequate.

### 6.1.3 The two species model for electrons and ions

In this section we present in 1D the Vlasov-BGK model for a mixture of two species developed in chapter 5 and mention its fundamental properties like the conservation properties. Then, we present its dimensionless form. For numerical reasons it is useful to use the dimensionless form, since in this case we only have to deal with the mass ratio $\frac{m_{e}}{m_{i}}$ and not with the individual masses of electrons and ions which are very small.

## 1D Vlasov-BGK model for a mixture of two species

In this section we will repeat the Vlasov-BGK model for a mixture of two species without magnetic field in the one species case for the convenience of the reader.

We consider a plasma consisting of electrons denoted by the index $e$ and one species of ions denoted by the index $i$. Thus, our kinetic model has two distribution
functions $f_{e}(x, v, t)>0$ and $f_{i}(x, v, t)>0$ where $x \in[0, L], L>0$ and $v \in \mathbb{R}$ are the phase space variables and $t \geq 0$ the time.

Furthermore, for any $f_{i}, f_{e}:[0, L] \times \mathbb{R} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ with $\left(1+|v|^{2}\right) f_{i}$, $\left(1+|v|^{2}\right) f_{e} \in L^{1}(d v), f_{i}, f_{e} \geq 0$ we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}, k=i, e$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{6.5}\\
v \\
m_{k}\left|v-u_{k}\right|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
n_{k} T_{k}
\end{array}\right), \quad k=i, e,
$$

where $m_{k}$ is the mass, $n_{k}$ the number density, $u_{k}$ the mean velocity and $T_{k}$ the temperature of species $k, k=i, e$. Note that in this chapter we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is Boltzmann's constant.

We want to model the time evolution of the distribution functions by Vlasov-BGK equations.

$$
\begin{align*}
& \partial_{t} f_{i}+v \partial_{x} f_{i}+\frac{F_{i}^{L}}{m_{i}} \partial_{v} f_{i}=\nu_{i i} n_{i}\left(M_{i}-f_{i}\right)+\nu_{i e} n_{e}\left(M_{i e}-f_{i}\right),  \tag{6.6}\\
& \partial_{t} f_{e}+v \partial_{x} f_{e}+\frac{F_{e}^{L}}{m_{e}} \partial_{v} f_{e}=\nu_{e e} n_{e}\left(M_{e}-f_{e}\right)+\nu_{e i} n_{i}\left(M_{e i}-f_{e}\right)
\end{align*}
$$

with the mean-field forces $F_{i}^{L}$ and $F_{e}^{L}$ specified later and the Maxwell distributions

$$
\begin{align*}
M_{k}(x, v, t) & =\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=i, e,  \tag{6.7}\\
M_{k j}(x, v, t) & =\frac{n_{k j}}{\sqrt{2 \pi \frac{T_{k j}}{m_{k}}}} \exp \left(-\frac{\left|v-u_{k j}\right|^{2}}{2 \frac{T_{k j}}{m_{k}}}\right), \quad k, j=i, e, k \neq j,
\end{align*}
$$

where $\nu_{i i} n_{i}$ and $\nu_{e e} n_{e}$ are the collision frequencies of the particles of each species with itself, while $\nu_{i e} n_{e}$ and $\nu_{e i} n_{i}$ are related to interspecies collisions. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{array}{rlrl}
\nu_{i e} & =\varepsilon \nu_{e i}, & & 0<\varepsilon \leq 1, \\
\nu_{i i} & =\beta_{i} \nu_{i e}, \quad \nu_{e e}=\beta_{e} \nu_{e i}=\frac{\beta_{e}}{\varepsilon} \nu_{i e}, & \beta_{i}, \beta_{e}>0 . \tag{6.8}
\end{array}
$$

The restriction $\varepsilon \leq 1$ is without loss of generality. If $\varepsilon>1$, exchange the notation $i$ and $e$ and choose $\frac{1}{\varepsilon}$. We assume that all collision frequencies are positive. In addition, we take into account an acceleration due to interactions using mean-field Lorentz forces $F_{i}^{L}, F_{e}^{L}$. We assume that the magnetic field is negligible compared to the electric field. Therefore the Lorentz forces are given by

$$
F_{i}^{L}(x, t)=e E(x, t) \quad \text { and } \quad F_{e}^{L}(x, t)=-e E(x, t),
$$

## 6 Application to plasmas

where $e$ denotes the elementary charge. For simplicity, we assumed that the ions have the charge $e$. The electric field is given by the Maxwell equation

$$
\begin{equation*}
\partial_{x} E(x, t)=\rho(x, t), \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(x, t)=e \int_{-\infty}^{\infty}\left(f_{i}(x, v, t)-f_{e}(x, v, t)\right) d v \tag{6.10}
\end{equation*}
$$

describes the charge density.
The functions $f_{k}$ and $E$ are submitted to the following periodic boundary conditions

$$
\begin{aligned}
f_{k}(0, v, t) & =f_{k}(L, v, t), \quad \text { for every } \quad v \in \mathbb{R}, t \geq 0 \\
E(0, t) & =E(L, t), \quad \text { for every } \quad t \geq 0
\end{aligned}
$$

In order to get a well-posed problem, a zero-mean electrostatic condition has to be added,

$$
\int_{0}^{L} E(x, t) d x=0, \quad \text { for every } \quad t \geq 0
$$

together with an initial condition

$$
f_{k}(x, v, 0)=f_{k}^{0}(x, v), \quad \text { for every } \quad x \in[0, L], v \in \mathbb{R}
$$

From the initial condition on $f_{k}$, we can compute an initial condition of the charge density $\rho$ given by (6.10). From this we can compute the initial data of $E$ using (6.9). In the velocity $v$ we either assume periodic boundary conditions on a bounded subset of $\mathbb{R}$ or a fast enough decay of $f_{i}$ and $f_{e}$ to zero for $|v| \rightarrow \infty$.

The Maxwell distributions $M_{i}$ and $M_{e}$ in (6.7) have the same moments as $f_{i}$ and $f_{e}$, respectively. With this choice, we guarantee the conservation of mass, momentum and energy in interactions of one species with itself (see section 2.1.2). The remaining parameters $n_{i e}, n_{e i}, u_{i e}, u_{e i}, T_{i e}$ and $T_{e i}$ will be determined using conservation of the number of particles, conservation of total momentum and conservation of total energy, together with some symmetry considerations.

If we assume that

$$
\begin{gather*}
n_{i e}=n_{i} \quad \text { and } \quad n_{e i}=n_{e},  \tag{6.11}\\
u_{i e}=\delta u_{i}+(1-\delta) u_{e}, \quad \delta \in \mathbb{R} \tag{6.12}
\end{gather*}
$$

and

$$
\begin{equation*}
T_{i e}=\alpha T_{i}+(1-\alpha) T_{e}+\gamma\left|u_{i}-u_{e}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0 \tag{6.13}
\end{equation*}
$$

we have conservation of the number of particles, of total momentum and total energy provided that

$$
\begin{gather*}
u_{e i}=u_{e}-\frac{m_{i}}{m_{e}} \varepsilon(1-\delta)\left(u_{e}-u_{i}\right),  \tag{6.14}\\
T_{e i}=\left[\varepsilon m_{i}(1-\delta)\left(\frac{m_{i}}{m_{e}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{i}-u_{e}\right|^{2}  \tag{6.15}\\
+\varepsilon(1-\alpha) T_{i}+(1-\varepsilon(1-\alpha)) T_{e},
\end{gather*}
$$

see section 2.1.5 and section 5.2. In order to ensure the positivity of all temperatures, we need to impose restrictions on $\delta$ and $\gamma$ given by

$$
\begin{equation*}
0 \leq \gamma \leq m_{i}(1-\delta)\left[\left(1+\frac{m_{i}}{m_{e}} \varepsilon\right) \delta+1-\frac{m_{i}}{m_{e}} \varepsilon\right] \tag{6.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{m_{i}}{m_{e}} \varepsilon-1}{1+\frac{m_{i}}{m_{e}} \varepsilon} \leq \delta \leq 1 \tag{6.17}
\end{equation*}
$$

see theorem 2.1.4.

## Notes on the existence of solutions

In chapter 4 we presented an existence and uniqueness result of the model presented in chapter 2 . In this chapter we consider the extended model for ions and electrons given by (6.6). This model has additional force terms due to an acceleration of charged particles. The force is determined by the Maxwell equation (6.9) together with the charge density (6.10). From physics we expect that the electric field $E(x, t)$ can be written as a gradient of a potential $\phi(x, t)$. Then $\phi$ solves a Poisson equation and we have to consider kinetic equations with force terms coupled to a Poisson equation. So it is not clear if we still have existence and uniqueness of mild solutions. In the case of one species with a force term given by a Poisson equation, there is an existence result of mild solutions given by Rejeb in [75]. The difference compared to the BGK equation for one species without a force term is the following. In the case of the BGK equation for one species without a force term we are able to compute the characteristic curves. This ended in a fixed-point argument as in the proof of the Picard-Lindelöf theorem or the fixed-point theorem of Banach since we are able to show that the right hand side in the definition of a mild solution is a contraction. In the case of the BGK equation for one species with force term in one velocity and one space dimension, we obtain the characteristics

$$
\begin{align*}
\frac{d t(s)}{d s} & =1 \\
\frac{d x(s)}{d s} & =v(s)  \tag{6.18}\\
\frac{d v(s)}{d s} & =-\partial_{x} \phi(x(s), s)
\end{align*}
$$

## 6 Application to plasmas

where $\phi$ solves a Poisson equation in one velocity and one space dimension with a right-hand side given by $\int f(x, v, t) d v$. We are not able to solve the characteristics explicitly. So at this point it is not possible to show that the right-hand side in the definition of a mild solution is a contraction. So Rejeb in [75] suggested to use the fixed point theorem of Schauder (in Werner, [86]).

Theorem 6.1.2 (Fix point theorem of Schauder). Let $S$ be a convex, compact and non-empty subset of a Banach space $X$ and let $\Phi: S \rightarrow S$ be a continuous map. Then $\Phi$ has at least one fix point in $S$.

So the two essential things in the existence proof of Rejeb in [75] are to find an appropriate space $S$ which has the properties of theorem 6.1.2 and to show that the right hand side in the definition of a mild solution is a continuous map in $f$. The latter thing is done in a similar way as the Lipschitz continuity in the case without a force term. Since we can not compute the characteristic curves explicitly this leads to a more careful study of the characteristics. Rejeb uses an estimate which shows how the characteristics changes if one changes the function $f$ on the right hand side of the Poisson equation into a function $g$. This estimate has been proven by Ukai and Okabe in [82], it can be summarized as the following lemma.

Lemma 6.1.3. Let $\left(x^{f}(s), v^{f}(s)\right)$ and $\left(x^{g}(s), v^{g}(s)\right)$ be solutions to the characteristic equations (6.18) coupled with the Poisson equation for $\phi$ where the charge density is computed via (6.10) with the distribution functions $f$ and $g$, respectively. Then we have the following estimate

$$
\max \left\{\left|x^{f}(s)-x^{g}(s)\right|,\left|v^{f}(s)-v^{g}(s)\right|\right\} \leq C(t)\left\|E^{f}-E^{g}\right\|_{L^{1}(\Omega)} .
$$

The set $S$ is a subset of $\Omega$ where $\Omega$ contains the position space, the velocity space and the time interval. Rejeb defined a nonempty, convex, compact subset $S$ of $\Omega$ and thus Schauder's theorem could be applied. The estimate is used to prove that the Maxwell distribution on the right-hand side is Lipschitz continuous in $f$. This estimate is actually proven for two species in [82]. So when we want to extend the existence result from one species with force term from [75], we have to combine the idea of [75] with the analysis of the characteristics for two species from [82] and the estimates of the right-hand side of the BGK model for mixtures proven in chapter 4.

## Dimensionless form of the two species model

We want to write the BGK model presented in section 6.1.3 in dimensionless form. The principle of non-dimensionalization can also be found in chapter 2.2.1 in [78] for the Boltzmann equation and in [15] for macroscopic equations. First, we define dimensionless variables for the time $t \in \mathbb{R}_{0}^{+}$, the length $x \in[0, L]$, the velocity $v \in \mathbb{R}$, the distribution functions $f_{i}, f_{e}$, the number densities $n_{i}, n_{e}$, the mean velocities $u_{i}, u_{e}$, the temperatures $T_{i}, T_{e}$, the electric field $E$ and of the collision frequency $\nu_{i e}$. Then, dimensionless variables of the other collision frequencies $\nu_{i i}, \nu_{e e}, \nu_{e i}$ can be derived by using the relationships (6.8). We start with choosing typical scales
denoted by a bar and then define dimensionless quantities by dividing the previous quantity by its typical scale.

$$
\begin{gathered}
t^{\prime}=t / \bar{t}, \quad x^{\prime}=x / \bar{x}, \quad v^{\prime}=v / \bar{v} \\
f_{i}^{\prime}\left(x^{\prime}, v^{\prime}, t^{\prime}\right)=\frac{\bar{x} \bar{v}}{N_{i}} f_{i}(x, v, t), \quad f_{e}^{\prime}\left(x^{\prime}, v^{\prime}, t^{\prime}\right)=\frac{\bar{x} \bar{v}}{N_{e}} f_{e}(x, v, t)
\end{gathered}
$$

where $N_{i}$ is the total number of ions and $N_{e}$ the total number of electrons in the volume $\bar{x}^{3}$. We assume $N_{i}=N_{e}=: N$. This assumption is in accordance with the typical values in a plasma described in [15]. Further, we choose

$$
\begin{gathered}
n_{i}^{\prime}=n_{i} / \bar{n}_{i}, \quad n_{e}^{\prime}=n_{e} / \bar{n}_{e}, \quad \bar{n}_{i}=\bar{n}_{e}=\frac{N}{\bar{x}} \\
E^{\prime}=E / \bar{E}, \\
u_{i}^{\prime}=u_{i} / \bar{u}_{i}, \quad u_{e}^{\prime}=u_{e} / \bar{u}_{e}, \quad \bar{u}_{e}=\bar{u}_{i}=\bar{v} \\
T_{i}^{\prime}=T_{i} / \bar{T}_{i}, T_{e}^{\prime}=T_{e} / \bar{T}_{e}, \quad \bar{T}_{e}=\bar{T}_{i}=m_{i} \bar{v}^{2} \\
\nu_{i e}^{\prime}=\nu_{i e} / \bar{\nu}_{i e}
\end{gathered}
$$

Now we want to write equations (6.6) in dimensionless variables. We start with the Maxwell distribution in (6.7) and (6.12)-(6.15). We replace the macroscopic quantities $n_{i}, u_{i}$ and $T_{i}$ in $M_{i}$ by their dimensionless expressions and obtain

$$
M_{i}=\frac{n_{i}^{\prime} \bar{n}_{i}}{\sqrt{2 \pi \frac{\bar{T}_{i} T_{i}^{\prime}}{m_{i}}}} \exp \left(-\frac{\left|v^{\prime} \bar{v}-u_{i}^{\prime} \bar{u}_{i}\right|^{2} m_{i}}{2 T_{i}^{\prime} \bar{T}_{i}}\right)
$$

If we assume that $\bar{v}^{2}=\left|\bar{u}_{i}\right|^{2}=\frac{\bar{T}_{i}}{m_{i}}$, we obtain

$$
\begin{equation*}
M_{i}=\frac{\bar{n}_{i}}{\bar{v}} \frac{n_{i}^{\prime}}{\sqrt{2 \pi T_{i}^{\prime}}} \exp \left(-\frac{\left|v^{\prime}-u_{i}^{\prime}\right|^{2}}{2 T_{i}^{\prime}}\right)=: \frac{\bar{n}_{i}}{\bar{v}} M_{i}^{\prime} \tag{6.19}
\end{equation*}
$$

The relationship which is used on $\bar{u}_{i}$ and $\bar{T}_{i}$ is in accordance with the typical values in a plasma described in [15]. In the Maxwell distribution $M_{e}$ we assume $\bar{T}_{i}=\bar{T}_{e}=: \bar{T}$ and obtain in the same way as for $M_{i}$

$$
M_{e}=\frac{\bar{n}_{e}}{\bar{v}}\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}} \frac{n_{e}^{\prime}}{\sqrt{2 \pi T_{e}^{\prime}}} \exp \left(-\frac{\left|v^{\prime}-u_{e}^{\prime}\right|^{2}}{2 T_{e}^{\prime}} \frac{m_{e}}{m_{i}}\right)=: \frac{\bar{n}_{e}}{\bar{v}} M_{e}^{\prime} .
$$

Now, we consider the Maxwell distribution $M_{i e}$ in (6.7) and its velocity $u_{i e}$ in (6.12) and its temperature $T_{i e}$ in (6.13). Again we use $\bar{v}=\bar{u}_{i}=\bar{u}_{e}$ and $\bar{v}^{2}=\frac{T}{m_{i}}=$ $\frac{\bar{T}_{i}}{m_{i}}=\frac{\bar{T}_{e}}{m_{e}} \frac{m_{e}}{m_{i}}$ and obtain

$$
\begin{align*}
u_{i e} & =\delta u_{i}^{\prime} \bar{u}_{i}+(1-\delta) u_{e}^{\prime} \bar{u}_{e}=\left(\delta u_{i}^{\prime}+(1-\delta) u_{e}^{\prime}\right) \bar{v}=: \bar{v} u_{i e}^{\prime} \\
T_{i e} & =\alpha T_{i}^{\prime} \bar{T}_{i}+(1-\alpha) T_{e}^{\prime} \bar{T}_{e}+\gamma|\bar{v}|^{2}\left|u_{i}^{\prime}-u_{e}^{\prime}\right|^{2} \\
& =m_{i}|\bar{v}|^{2}\left[\alpha T_{i}^{\prime}+(1-\alpha) T_{e}^{\prime}+\frac{\gamma}{m_{i}}\left|u_{i}^{\prime}-u_{e}^{\prime}\right|^{2}\right]=:|\bar{v}|^{2} m_{i} T_{i e}^{\prime}  \tag{6.20}\\
M_{i e} & =\frac{n_{i}^{\prime} \bar{n}_{i}}{\sqrt{2 \pi \bar{v}^{2} T_{i e}^{\prime}}} \exp \left(-\frac{\left|v^{\prime}-u_{i e}^{\prime}\right|^{2}}{2 T_{i e}^{\prime}}\right)=: \frac{\bar{n}_{i}}{\bar{v}} M_{i e}^{\prime}
\end{align*}
$$

## 6 Application to plasmas

With the same assumptions we obtain for $u_{e i}, T_{e i}$ and $M_{e i}$ in a similar way the expressions

$$
\begin{aligned}
u_{e i} & =\left[\left(1-\frac{m_{i}}{m_{e}} \varepsilon(1-\delta)\right) u_{e}^{\prime}+\frac{m_{i}}{m_{e}} \varepsilon(1-\delta) u_{i}^{\prime}\right] \bar{v}=: u_{e i}^{\prime} \bar{v} \\
T_{e i} & =\left[(1-\varepsilon(1-\alpha)) T_{e}^{\prime}+\varepsilon(1-\alpha) T_{i}^{\prime}\right] \bar{T} \\
& +\left(\varepsilon m_{i}(1-\delta)\left(\frac{m_{i}}{m_{e}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right)\left|u_{i}^{\prime}-u_{e}^{\prime}\right|^{2}|\bar{v}|^{2} \\
& =\left[(1-\varepsilon(1-\alpha)) T_{e}^{\prime}+\varepsilon(1-\alpha) T_{i}^{\prime}\right]|\bar{v}|^{2} m_{e} \frac{m_{i}}{m_{e}} \\
& +\left(\varepsilon m_{i}(1-\delta)\left(\frac{m_{i}}{m_{e}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right)\left|u_{i}^{\prime}-u_{e}^{\prime}\right|^{2}|\bar{v}|^{2}=:|\bar{v}|^{2} m_{e} \frac{m_{i}}{m_{e}} T_{e i}^{\prime}, \\
M_{e i} & =\frac{\bar{n}_{e}}{\bar{v}} \frac{m_{e}}{m_{i}} \frac{n_{e}^{\prime}}{\sqrt{2 \pi T_{e i}^{\prime}}} \exp \left(-\frac{\left|v^{\prime}-u_{e i}^{\prime}\right|^{2}}{2 T_{e i}^{\prime}} \frac{m_{e}}{m_{i}}\right)=: \frac{\bar{n}_{e}}{\bar{v}} M_{e i}^{\prime} .
\end{aligned}
$$

Now we replace all quantities in (6.6) by their non-dimensionalized expressions. For the left-hand side of the equation for the ions we obtain

$$
\begin{align*}
& \partial_{t} f_{i}+v \partial_{x} f_{i}+\frac{e}{m_{i}} E \partial_{v} f_{i} \\
& =\frac{1}{\bar{t}} \frac{N}{\bar{x} \bar{v}} \partial_{t^{\prime}} f_{i}^{\prime}+\frac{1}{\bar{x}} \frac{N}{\bar{x} \bar{v}} \bar{v} v^{\prime} \partial_{x^{\prime}} f_{i}^{\prime}+\frac{N}{\bar{x} \bar{v}} \frac{1}{\bar{v}} \bar{E} \frac{e}{m_{i}} E^{\prime} \partial_{v^{\prime}} f_{i}^{\prime}, \tag{6.21}
\end{align*}
$$

and for the right-hand side using that $\bar{n}_{k}=\frac{N}{\bar{x}}, k=i, e,(6.8),(6.19)$ and (6.20), we get

$$
\begin{gather*}
\nu_{i i} n_{i}\left(M_{i}-f_{i}\right)+\nu_{i e} n_{e}\left(M_{i e}-f_{i}\right)=\nu_{i e} \beta_{i} n_{i}\left(M_{i}-f_{i}\right)+\nu_{i e} n_{e}\left(M_{i e}-f_{i}\right) \\
\quad=\beta_{i} \bar{\nu}_{i e} \frac{N}{\bar{x} \bar{v}} \frac{N}{\bar{x}} \nu_{i e}^{\prime} n_{i}^{\prime}\left(M_{i}^{\prime}-f_{i}^{\prime}\right)+\bar{\nu}_{i e} \frac{N}{\bar{x} \bar{v}} \frac{N}{\bar{x}} \nu_{i e}^{\prime} n_{e}^{\prime}\left(M_{i e}^{\prime}-f_{i}^{\prime}\right) . \tag{6.22}
\end{gather*}
$$

Using that the left-hand side of (6.21) and the left-hand side of (6.22) coincide, we obtain that the right-hand side of (6.21) and the right-hand side of (6.22) are the same. Multiplying this obtained equality by $\frac{\bar{t} \bar{x} \bar{v}}{N}$ and dropping the primes in the variables leads to

$$
\begin{aligned}
\partial_{t} f_{i} & +\frac{\bar{t} \bar{v}}{\bar{x}} v \partial_{x} f_{i}+\bar{t} \frac{\bar{E}}{\bar{v}} \frac{e}{m_{i}} E \partial_{v} f_{i} \\
& =\beta_{i} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}} \nu_{i e} n_{i}\left(M_{i}-f_{i}\right)+\bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}} \nu_{i e} n_{e}\left(M_{i e}-f_{i}\right) .
\end{aligned}
$$

In a similar way we obtain for electrons

$$
\begin{aligned}
\partial_{t} f_{e} & +\frac{\bar{t} \bar{v}}{\bar{x}} v \partial_{x} f_{e}-\bar{t} \frac{\bar{E}}{\bar{v}} \frac{e}{m_{e}} E \partial_{v} f_{e} \\
& =\frac{\beta_{e}}{\varepsilon} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}} \nu_{i e} n_{e}\left(M_{e}-f_{e}\right)+\frac{1}{\varepsilon} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}} \nu_{i e} n_{i}\left(M_{e i}-f_{e}\right),
\end{aligned}
$$

and the non-dimensionalized Maxwell distributions given by

$$
\begin{align*}
M_{i}(x, v, t) & =\frac{n_{i}}{\sqrt{2 \pi T_{i}}} \exp \left(-\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}\right) \\
M_{e}(x, v, t) & =\frac{n_{e}}{\sqrt{2 \pi T_{e}}}\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}} \exp \left(-\frac{\left|v-u_{e}\right|^{2}}{2 T_{e}} \frac{m_{e}}{m_{i}}\right),  \tag{6.23}\\
M_{i e}(x, v, t) & =\frac{n_{i}}{\sqrt{2 \pi T_{i e}}} \exp \left(-\frac{\left|v-u_{i e}\right|^{2}}{2 T_{i e}}\right), \\
M_{e i}(x, v, t) & =\frac{n_{e}}{\sqrt{2 \pi T_{e i}}}\left(\frac{m_{e}}{m_{i}}\right)^{\frac{1}{2}} \exp \left(-\frac{\left|v-u_{e i}\right|^{2}}{2 T_{e i}} \frac{m_{e}}{m_{i}}\right),
\end{align*}
$$

with the non-dimensionalized macroscopic quantities

$$
\begin{align*}
u_{i e} & =\delta u_{i}+(1-\delta) u_{e},  \tag{6.24}\\
T_{i e} & =\alpha T_{i}+(1-\alpha) T_{e}+\frac{\gamma}{m_{i}}\left|u_{i}-u_{e}\right|^{2},  \tag{6.25}\\
u_{e i} & =\left(1-\frac{m_{i}}{m_{e}} \varepsilon(1-\delta)\right) u_{e}+\frac{m_{i}}{m_{e}} \varepsilon(1-\delta) u_{i},  \tag{6.26}\\
T_{e i} & =\left[(1-\varepsilon(1-\alpha)) T_{e}+\varepsilon(1-\alpha) T_{i}\right] \\
& +\left(\varepsilon(1-\delta)\left(\frac{m_{i}}{m_{e}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \frac{\gamma}{m_{i}}\right)\left|u_{i}-u_{e}\right|^{2} . \tag{6.27}
\end{align*}
$$

Defining dimensionless parameters

$$
\begin{align*}
A & =\frac{\bar{t} \bar{v}}{\bar{x}}, \quad B_{i}=\bar{t} \frac{\bar{E}}{\bar{v}} \frac{e}{m_{i}}, \quad B_{e}=\bar{t} \frac{\bar{E}}{\bar{v}} \frac{e}{m_{e}}  \tag{6.28}\\
\frac{1}{\varepsilon_{i}} & =\beta_{i} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}}, \quad \frac{1}{\tilde{\varepsilon}_{i}}=\bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}}, \quad \frac{1}{\varepsilon_{e}}=\frac{\beta_{e}}{\varepsilon} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}}, \quad \frac{1}{\tilde{\varepsilon}_{e}}=\frac{1}{\varepsilon} \bar{\nu}_{i e} \bar{t} \frac{N}{\bar{x}}
\end{align*}
$$

we get

$$
\begin{align*}
\partial_{t} f_{i}+A \partial_{x} v f_{i}+B_{i} E \partial_{v} f_{i} & =\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left(M_{i}-f_{i}\right)+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-f_{i}\right),  \tag{6.29}\\
\partial_{t} f_{e}+A v \partial_{x} f_{e}-B_{e} E \partial_{v} f_{e} & =\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}\left(M_{e}-f_{e}\right)+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(M_{e i}-f_{e}\right) .
\end{align*}
$$

In addition, we want to write the moments (6.5) in non-dimensionalized form. We can compute this in a similar way as for (6.6) and obtain after dropping the primes

$$
\begin{gather*}
\int f_{k} d v=n_{k}, \quad \int v f_{k} d v=n_{k} u_{k}, \quad k=i, e, \\
\frac{1}{n_{i}} \int\left|v-u_{i}\right|^{2} f_{i} d v=T_{i}, \quad \frac{m_{e}}{m_{i}} \frac{1}{n_{e}} \int\left|v-u_{e}\right|^{2} f_{e} d v=T_{e} . \tag{6.30}
\end{gather*}
$$

For the non-dimensionalized form of the Maxwell equation (6.9) we obtain after dropping the primes

$$
\frac{\bar{E}}{e N} \partial_{x} E=\rho
$$
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We assume that $\frac{\bar{E}}{e N}=1$. This means that we assume that the electric field is of the order of the number of particles times the elementary charge.

Remark 6.1.1. We described in section 5.2.1 that according to [11] there are the following relationships between the collision frequencies in the case of ions and electrons

$$
\nu_{e e}=\nu_{e i}=\sqrt{\frac{m_{i}}{m_{e}}} \nu_{i i}=\frac{m_{i}}{m_{e}} \nu_{i e},
$$

which means

$$
\varepsilon=\frac{m_{e}}{m_{i}}, \quad \beta_{e}=1, \quad \beta_{i}=\sqrt{\frac{m_{i}}{m_{e}}} .
$$

### 6.1.4 Micro-macro decomposition for the two species model

In this section, we derive the micro-macro model which is equivalent to the kinetic equations (6.29). First, we take the dimensionless equations (6.29) and choose $A=B_{e}=\frac{m_{i}}{m_{e}} B_{i}=1$. The choice $A=1$ means $\bar{v}=\frac{\bar{x}}{t}$. The choice $B_{e}=1$ means that the reciprocal unit time scales are given by the cyclotron frequency of electrons in the $\frac{\bar{E}}{\bar{v}}$ - field, that is $\frac{1}{t}=\frac{\bar{E}}{\bar{v}} \frac{e}{m_{e}}$. Now, we propose to adapt the micro-macro decomposition presented in [12] and [28]. It is used for numerical methods to solve Boltzmann like equations for mixtures to capture the right compressible Navier-Stokes dynamics at small Knudsen numbers. The idea is to write each distribution function as the sum of its own equilibrium part verifying a fluid equation and a remainder of kinetic type. We decompose $f_{i}$ and $f_{e}$ as

$$
\begin{equation*}
f_{i}=M_{i}+g_{i i}, \quad f_{e}=M_{e}+g_{e e} \tag{6.31}
\end{equation*}
$$

Let us introduce $m(v):=\left(\begin{array}{c}1 \\ v \\ |v|^{2}\end{array}\right)$ and the notation $\langle\cdot\rangle:=\int \cdot d v$. Since $f_{i}$ and $M_{i}$, and $f_{e}$ and $M_{e}$, have the same moments: $\left\langle m(v) f_{i}\right\rangle=\left\langle m(v) M_{i}\right\rangle$ and $\left\langle m(v) f_{e}\right\rangle=$ $\left\langle m(v) M_{e}\right\rangle$, the moments of $g_{i i}$ and $g_{e e}$ are zero and thus

$$
\begin{equation*}
\left\langle m(v) g_{i i}\right\rangle=\left\langle m(v) g_{e e}\right\rangle=0 . \tag{6.32}
\end{equation*}
$$

With this decomposition we get from equation (6.29) for ions in dimensionless form

$$
\begin{array}{r}
\partial_{t} M_{i}+\partial_{t} g_{i i}+v \partial_{x} M_{i}+v \partial_{x} g_{i i}+\frac{m_{e}}{m_{i}} E \partial_{v} M_{i}+\frac{m_{e}}{m_{i}} E \partial_{v} g_{i i} \\
=-\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i} g_{i i}+\frac{1}{\varepsilon_{i}} \nu_{i e} n_{e}\left(M_{i e}-M_{i}-g_{i i}\right), \tag{6.33}
\end{array}
$$

and a similar equation for electrons.
Now we consider the Hilbert spaces $L_{M_{k}}^{2}=\left\{\phi\right.$ such that $\left.\phi M_{k}^{-\frac{1}{2}} \in L^{2}(d v)\right\}$, $k=i, e$, with the weighted inner product $\left\langle\phi \psi M_{k}^{-1}\right\rangle$ of $\phi$ and $\psi$. We consider
the subspace $\mathcal{N}_{k}=\operatorname{span}\left\{M_{k}, v M_{k},|v|^{2} M_{k}\right\}, k=i, e$. Let $\Pi_{M_{k}}$ be the orthogonal projection in $L_{M_{k}}^{2}$ on this subspace $\mathcal{N}_{k}$. This subspace has the orthonormal basis

$$
\tilde{B}_{k}=\left\{\frac{1}{\sqrt{n_{k}}} M_{k}, \frac{\left(v-u_{k}\right)}{\sqrt{T_{k} m_{i} / m_{k}}} \frac{1}{\sqrt{n_{k}}} M_{k},\left(\frac{\left|v-u_{k}\right|^{2}}{2 T_{k} m_{i} / m_{k}}-\frac{1}{2}\right) \frac{1}{\sqrt{n_{k}}} M_{k}\right\}=:\left\{b_{1}^{k}, b_{2}^{k}, b_{3}^{k}\right\}
$$

Using this orthonormal basis of $\mathcal{N}_{k}$, one finds for any function $\phi \in L_{M_{k}}^{2}$ the following expression of $\Pi_{M_{k}}(\phi)$

$$
\begin{align*}
\Pi_{M_{k}}(\phi)=\sum_{n=1}^{3}\left(\phi, b_{n}^{k}\right) b_{n}^{k} & =\frac{1}{n_{k}}\left[\langle\phi\rangle+\frac{\left(v-u_{k}\right) \cdot\left\langle\left(v-u_{k}\right) \phi\right\rangle}{T_{k} m_{i} / m_{k}}\right. \\
& \left.+\left(\frac{\left|v-u_{k}\right|^{2}}{2 T_{k} m_{i} / m_{k}}-\frac{1}{2}\right) 2\left\langle\left(\frac{\left|v-u_{k}\right|^{2}}{2 T_{k} m_{i} / m_{k}}-\frac{1}{2}\right) \phi\right\rangle\right] M_{k} \tag{6.34}
\end{align*}
$$

This orthogonal projection $\Pi_{M_{k}}(\phi)$ has some elementary properties.
Lemma 6.1.4 (Properties of $\Pi_{M_{k}}$ ). We have, for $k=i, e$,

$$
\begin{aligned}
& \left(\mathbb{1}-\Pi_{M_{k}}\right)\left(M_{k}\right)=\left(\mathbb{1}-\Pi_{M_{k}}\right)\left(\partial_{t} M_{k}\right)=0, \\
& \Pi_{M_{k}}\left(g_{k k}\right)=\Pi_{M_{k}}\left(\partial_{t} g_{k k}\right)=\left(\mathbb{1}-\Pi_{M_{k}}\right)\left(E \partial_{v} M_{k}\right)=0,
\end{aligned}
$$

and

$$
\begin{align*}
\Pi_{M_{i}}\left(M_{i e}\right)=(1 & +\frac{\left(v-u_{i}\right)\left(u_{i e}-u_{i}\right)}{T_{i}} \\
& \left.+\left(\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}-\frac{1}{2}\right)\left(\frac{T_{i e}}{T_{i}}+\frac{\left|u_{i e}-u_{i}\right|^{2}}{T_{i}}-1\right)\right) M_{i}  \tag{6.35}\\
\Pi_{M_{e}}\left(M_{e i}\right)=(1 & +\frac{\left(v-u_{e}\right)\left(u_{e i}-u_{e}\right)}{T_{e} m_{i} / m_{e}} \\
& \left.+\left(\frac{\left|v-u_{e}\right|^{2}}{2 T_{e} m_{i} / m_{e}}-\frac{1}{2}\right)\left(\frac{T_{e i}}{T_{e}}+\frac{\left|u_{e i}-u_{e}\right|^{2}}{T_{e} m_{i} / m_{e}}-1\right)\right) M_{e} \tag{6.36}
\end{align*}
$$

Proof. The proof of the first five equalities is analogue to the one species case and is given in [12]. For the convenience of the reader we will repeat it here.

- Since $\Pi_{M_{k}}\left(M_{k}\right)=M_{k}$, we have $\left(\mathbb{1}-\Pi_{M_{k}}\right)\left(M_{k}\right)=0$.
- Since

$$
\begin{equation*}
\partial_{t} M_{k}=\left(\frac{\partial_{t} n_{k}}{n_{k}}+\frac{v-u_{k}}{T_{k} \frac{m_{k}}{m_{i}}} \cdot \partial_{t} u_{k}+\left(\frac{\left|v-u_{k}\right|^{2}}{2\left(T_{k} \frac{m_{k}}{m_{i}}\right)^{2}}-\frac{3}{2 T_{k} \frac{m_{k}}{m_{i}}}\right) \partial_{t} T_{k} \frac{m_{k}}{m_{i}}\right) M_{k}, \tag{6.37}
\end{equation*}
$$

$\partial_{t} M_{k}$ is a linear combination of $M_{k}, v M_{k},|v|^{2} M_{k}$. So $\partial_{t} M_{k} \in \mathcal{N}_{k}$ and therefore $\Pi_{M_{k}}\left(\partial_{t} M_{k}\right)=\partial_{t} M_{k}$.
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- With the definition of $g_{k k}$ and the fact that $f_{k}$ and $M_{k}$ have the same moments we get

$$
\left\langle m(v) g_{k k}\right\rangle=\left\langle m(v)\left(f_{k}-M_{k}\right)\right\rangle=0
$$

Therefore $g_{k k}$ is orthogonal to $\mathcal{N}_{k}$, so $\Pi_{M_{k}}\left(g_{k k}\right)=0$.

- $\partial_{t} g_{k k}$ is also orthogonal to $\mathcal{N}_{k}$ since

$$
\left\langle m(v) \partial_{t} g_{k k}\right\rangle=\partial_{t}\left\langle m(v) g_{k k}\right\rangle=0 .
$$

- As in the case of $\partial_{t} M_{k}, \nabla_{v} \cdot\left(E M_{k}\right)$ is a linear combination of $M_{k}, v M_{k},|v|^{2} M_{k}$. The last two equalities (6.35) and (6.36) are obtained using the explicit expression of $\Pi_{M_{k}}$ given by (6.34) by direct computations.

Now we apply the orthogonal projection $\mathbb{1}-\Pi_{M_{i}}$ to (6.33), use lemma 6.1.4 and obtain

$$
\begin{aligned}
& \partial_{t} g_{i i}+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(v \partial_{x} M_{i}\right)+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(v \partial_{x} g_{i i}\right)+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(\frac{m_{e}}{m_{i}} E \partial_{v} g_{i i}\right) \\
= & \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-\Pi_{M_{i}}\left(M_{i e}\right)\right)-\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) g_{i i} .
\end{aligned}
$$

Again with lemma 6.1.4 we replace $\Pi_{M_{i}}\left(M_{i e}\right)$ by its explicit expression.

$$
\begin{aligned}
& \partial_{t} g_{i i}+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(v \partial_{x} M_{i}\right)+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(v \partial_{x} g_{i i}\right)+\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(\frac{m_{e}}{m_{i}} E \partial_{v} g_{i i}\right) \\
= & \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-\left(1+\frac{\left(v-u_{i}\right)\left(u_{i e}-u_{i}\right)}{T_{i}}\right.\right. \\
+ & \left.\left.\left(\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}-\frac{1}{2}\right)\left(\frac{T_{i e}}{T_{i}}+\frac{1}{T_{i}}\left|u_{i e}-u_{i}\right|^{2}-1\right)\right) M_{i}\right)-\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) g_{i i} .
\end{aligned}
$$

We take the moments of equation (6.33) and get

$$
\begin{aligned}
& \partial_{t}\left\langle m(v) M_{i}\right\rangle+\partial_{t}\left\langle m(v) g_{i i}\right\rangle+\partial_{x}\left\langle m(v)\left(v M_{i}\right)\right\rangle+\partial_{x}\left\langle m(v) v g_{i i}\right\rangle \\
&+\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} M_{i}\right\rangle+\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} g_{i i}\right\rangle \\
&=-\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left\langle m(v) g_{i i}\right\rangle+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(\left\langle m(v)\left(M_{i e}-M_{i}\right)\right\rangle-\left\langle m(v) g_{i i}\right\rangle\right) .
\end{aligned}
$$

With (6.32), we get

$$
\begin{aligned}
\partial_{t}\left\langle m(v) M_{i}\right\rangle+ & \partial_{x}\left\langle m(v) v M_{i}\right\rangle+\partial_{x}\left\langle m(v) v g_{i i}\right\rangle+\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} M_{i}\right\rangle \\
& +\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} g_{i i}\right\rangle=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(\left\langle m(v)\left(M_{i e}-M_{i}\right)\right\rangle\right) .
\end{aligned}
$$

Using integration by parts and the fact that the moments of $g_{i i}$ are zero we get that the term $\left\langle m(v) E \partial_{v} g_{i i}\right\rangle$ vanishes and so we have

$$
\begin{aligned}
& \partial_{t}\left\langle m(v) M_{i}\right\rangle+\partial_{x}\left\langle m(v) v M_{i}\right\rangle+\partial_{x}\left\langle m(v) v g_{i i}\right\rangle+\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} M_{i}\right\rangle \\
&=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(\left\langle m(v)\left(M_{i e}-M_{i}\right)\right\rangle\right) .
\end{aligned}
$$

So altogether we get the following coupled system for the ions

$$
\begin{align*}
& \partial_{t} g_{i i}+\left(1-\Pi_{M_{i}}\right)\left(v \partial_{x} M_{i}\right)+\left(1-\Pi_{M_{i}}\right)\left(v \partial_{x} g_{i i}\right)+\left(1-\Pi_{M_{i}}\right)\left(\frac{m_{e}}{m_{i}} E \partial_{v} g_{i i}\right) \\
= & \frac{1}{\varepsilon_{i}} \nu_{i e} n_{e}\left(M_{i e}-\left(1+\frac{\left(v-u_{i}\right)\left(u_{i e}-u_{i}\right)}{T_{i}}+\left(\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}-\frac{1}{2}\right)\left(\frac{T_{i e}}{T_{i}}+\frac{1}{T_{i}}\left|u_{i e}-u_{i}\right|^{2}-1\right)\right) M_{i}\right)  \tag{6.38}\\
- & \left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\bar{\varepsilon}_{i}} \nu_{i e} n_{e}\right) g_{i i},
\end{align*}
$$

$$
\begin{align*}
& \partial_{t}\left\langle m(v) M_{i}\right\rangle+\partial_{x}\left\langle m(v) v M_{i}\right\rangle+\partial_{x}\left\langle m(v) v g_{i i}\right\rangle+\left\langle m(v) \frac{m_{e}}{m_{i}} E \partial_{v} M_{i}\right\rangle \\
&=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(\left\langle m(v)\left(M_{i e}-M_{i}\right)\right\rangle\right) . \tag{6.39}
\end{align*}
$$

In a similar way, we get an analogous coupled system for the electrons which is coupled with the system of the ions

$$
\begin{align*}
& \partial_{t} g_{e e}+\left(\mathbb{1}-\Pi_{M_{e}}\right)\left(v \partial_{x} M_{e}\right)+\left(\mathbb{1}-\Pi_{M_{e}}\right)\left(v \partial_{x} g_{e e}\right)-\left(\mathbb{1}-\Pi_{M_{e}}\right)\left(E \partial_{v} g_{e e}\right) \\
&=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(M_{e i}-\left(1+\frac{\left(v-u_{e}\right)\left(u_{e i}-u_{e}\right)}{T_{e}} \frac{m_{e}}{m_{i}}\right.\right. \\
&\left.\left.+\left(\frac{\left|v-u_{e}\right|^{2}}{2 T_{e}} \frac{m_{e}}{m_{i}}-\frac{1}{2}\right)\left(\frac{T_{e i}}{T_{e}}+\frac{m_{e}}{m_{i} T_{e}}\left|u_{e i}-u_{e}\right|^{2}-1\right)\right) M_{e}\right) \\
&-\left(\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right) g_{e e} \tag{6.40}
\end{align*}
$$

$$
\begin{align*}
\partial_{t}\left\langle m(v) M_{e}\right\rangle+\partial_{x}\left\langle m(v) v M_{e}\right\rangle+ & \partial_{x}\left\langle m(v) v g_{e e}\right\rangle-\left\langle m(v) E \partial_{v} M_{e}\right\rangle \\
& =\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(\left\langle m(v)\left(M_{e i}-M_{e}\right)\right\rangle\right) . \tag{6.41}
\end{align*}
$$

Now we have obtained a system of two microscopic equations (6.38), (6.40) and two macroscopic equations (6.39), (6.41). One can show that this system is an equivalent formulation of the BGK equations for ions and electrons. This is analogous to what is done in [28].

### 6.2 Theoretical results to check the quality of numerical experiments

In this section we want to present two theoretical results which we can compare with numerical experiments. The first theoretical result are convergence rates to
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equilibrium in the space-homogeneous case. Since in the case of gas mixtures we expect that the distribution functions relax towards equilibrium distributions which are Maxwell distributions with a common equilibrium and temperature (see theorem 2.1.6), we proved convergence rates of the two velocities $u_{i}$ and $u_{e}$ and the two temperatures $T_{i}$ and $T_{e}$ to a common value and convergence rates of the two distribution functions to Maxwell distributions. This is presented in section 6.2.1. This is also presented in [29] by Crestetto, Klingenberg and Pirner. In addition in [29], we present numerical experiments using the micro-macro decomposition and verify these convergence rates numerically. The numerical discretization used in [28] uses a particle approximation for the kinetic part, the fluid part being always discretized by standard Finite Volume schemes. Furthermore, we study in [29] the influence on the speed of convergence under different choices of the collision frequencies.

The second theoretical result is an extension of the theory of Landau damping from one species presented in [84] to two species. This is done in section 6.2.2.

### 6.2.1 Space homogeneous case without electric field

We first propose to consider our model in the space-homogeneous case, without electric field, where we can show an estimate of the decay rate of $\left\|f_{k}(t)-M_{k}(t)\right\|_{L^{1}(d v)}$, $\left|u_{i}(t)-u_{e}(t)\right|^{2}$ and $\left|T_{i}(t)-T_{e}(t)\right|^{2}$. In the space-homogeneous case, without electric field, the BGK model for mixtures (6.6) simplifies to

$$
\begin{align*}
& \partial_{t} f_{i}=\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left(M_{i}-f_{i}\right)+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-f_{i}\right), \\
& \partial_{t} f_{e}=\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}\left(M_{e}-f_{e}\right)+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(M_{e i}-f_{e}\right), \tag{6.42}
\end{align*}
$$

and its micro-macro reformulation simplifies to

$$
\begin{align*}
\partial_{t} g_{i i} & =\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-\left(1+\frac{\left(v-u_{i}\right)\left(u_{i e}-u_{i}\right)}{T_{i}}\right.\right. \\
& \left.\left.+\left(\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}-\frac{1}{2}\right)\left(\frac{T_{i e}}{T_{i}}+\frac{1}{T_{i}}\left|u_{i e}-u_{i}\right|^{2}-1\right)\right) M_{i}\right)-\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) g_{i i}, \\
\partial_{t}\left\langle m M_{i}\right\rangle & =\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(\left\langle m\left(M_{i e}-M_{i}\right)\right\rangle\right), \tag{6.43}
\end{align*}
$$

$$
\begin{align*}
\partial_{t} g_{e e} & =\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{e}\left(M_{e i}-\left(1+\frac{\left(v-u_{e}\right)\left(u_{e i}-u_{e}\right)}{T_{e}} \frac{m_{e}}{m_{i}}\right.\right. \\
& \left.\left.+\left(\frac{\left|v-u_{e}\right|^{2}}{2 T_{e}} \frac{m_{e}}{m_{i}}-\frac{1}{2}\right)\left(\frac{T_{e i}}{T_{e}}+\frac{m_{e}}{m_{i}} \frac{1}{T_{e}}\left|u_{e i}-u_{e}\right|^{2}-1\right)\right) M_{e}\right)  \tag{6.44}\\
& -\left(\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right) g_{e e}, \\
\partial_{t}\left\langle m M_{e}\right\rangle & =\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(\left\langle m\left(M_{e i}-M_{e}\right)\right\rangle\right) .
\end{align*}
$$

## Convergence rate to Maxwell distributions

We denote by $H(f)=\int f \ln f d v$ the entropy of a function $f$ and by $H(f \mid g)=$ $\int f \ln \frac{f}{g} d v$ the relative entropy of $f$ and $g$.
Theorem 6.2.1. In the space homogeneous case without electric field (6.42), we have the following convergence rate of the distribution functions $f_{i}$ and $f_{e}$ :

$$
\left\|f_{k}-M_{k}\right\|_{L^{1}(d v)} \leq 4 e^{-\frac{1}{2} C t}\left[H\left(f_{i}^{0} \mid M_{i}^{0}\right)+H\left(f_{e}^{0} \mid M_{e}^{0}\right)\right]^{\frac{1}{2}}, \quad k=i, e
$$

where $C$ is a constant.
Proof. We consider the entropy production of species $i$ defined by

$$
D_{i}\left(f_{i}, f_{e}\right)=-\int \frac{1}{\varepsilon_{i}} \nu_{i e} n_{i} \ln f_{i}\left(M_{i}-f_{i}\right) d v-\int \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} \ln f_{i}\left(M_{i e}-f_{i}\right) d v .
$$

According to the proof of lemma 1.3.12 the function $h(x):=x \ln x-x$ satisfies $h^{\prime}(x)=\ln x$, so we can deduce

$$
D_{i}\left(f_{i}, f_{e}\right)=-\int \frac{1}{\varepsilon_{i}} \nu_{i e} n_{i} h^{\prime}\left(f_{i}\right)\left(M_{i}-f_{i}\right) d v-\int \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} h^{\prime}\left(f_{i}\right)\left(M_{i e}-f_{i}\right) d v
$$

Moreover, we have that $h$ is convex according to lemma 1.3.12 and we obtain

$$
\begin{align*}
D_{i}\left(f_{i}, f_{e}\right) & \geq \int \frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left(h\left(f_{i}\right)-h\left(M_{i}\right)\right) d v+\int \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(h\left(f_{i}\right)-h\left(M_{i e}\right)\right) d v  \tag{6.45}\\
& =\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left(H\left(f_{i}\right)-H\left(M_{i}\right)\right)+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(H\left(f_{i}\right)-H\left(M_{i e}\right)\right)
\end{align*}
$$

In the same way we get a similar expression for $D_{e}\left(f_{e}, f_{i}\right)$ just exchanging the indices $i$ and $e$.
If we use that $\ln M_{i}$ is a linear combination of $1, v$ and $|v|^{2}$, we see that $\int\left(M_{i}-\right.$ $\left.f_{i}\right) \ln M_{i} d v=0$ since $f_{i}$ and $M_{i}$ have the same moments. With this we can compute that

$$
\begin{equation*}
H\left(f_{i} \mid M_{i}\right)=H\left(f_{i}\right)-H\left(M_{i}\right) \tag{6.46}
\end{equation*}
$$

Moreover, according to (2.17), we see that

$$
\begin{equation*}
\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} H\left(M_{i e}\right)+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i} H\left(M_{e i}\right) \leq \frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} H\left(M_{i}\right)+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i} H\left(M_{e}\right) . \tag{6.47}
\end{equation*}
$$

With (6.46) and (6.47), we can deduce from (6.45) that

$$
\begin{align*}
D_{i}\left(f_{i}, f_{e}\right)+D_{e}\left(f_{e}, f_{i}\right) & \geq\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) H\left(f_{i} \mid M_{i}\right)  \tag{6.48}\\
& +\left(\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right) H\left(f_{e} \mid M_{e}\right)
\end{align*}
$$

## 6 Application to plasmas

We want to relate the time derivative of the relative entropies

$$
\frac{d}{d t}\left(H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right)=\frac{d}{d t}\left[\int f_{i} \ln \frac{f_{i}}{M_{i}} d v+\int f_{e} \ln \frac{f_{e}}{M_{e}} d v\right]
$$

to the entropy production in the following. First, we use product rule and obtain

$$
\begin{align*}
\frac{d}{d t}\left(H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right) & =\int \partial_{t} f_{i}\left(\ln \frac{f_{i}}{M_{i}}+1\right) d v-\int \frac{f_{i}}{M_{i}} \partial_{t} M_{i} d v \\
& +\int \partial_{t} f_{e}\left(\ln \frac{f_{e}}{M_{e}}+1\right) d v-\int \frac{f_{e}}{M_{e}} \partial_{t} M_{e} d v \tag{6.49}
\end{align*}
$$

By using the explicit expression of $\partial_{t} M_{i}$ given by (6.37), we can compute that

$$
\int f_{k} \frac{\partial_{t} M_{k}}{M_{k}} d v=\partial_{t} n_{k}=0, \quad k=i, e
$$

since $n_{k}$ is constant in the space-homogeneous case. In the first term on the right-hand side of (6.49), we insert $\partial_{t} f_{i}$ and $\partial_{t} f_{e}$ from equation (6.42) and obtain

$$
\begin{aligned}
\frac{d}{d t}\left(H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right) & =\int\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}\left(M_{i}-f_{i}\right)+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-f_{i}\right)\right) \ln f_{i} d v \\
& +\int\left(\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}\left(M_{e}-f_{e}\right)+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(M_{e i}-f_{e}\right)\right) \ln f_{e} d v
\end{aligned}
$$

Indeed, the terms with $\ln M_{i}$ and $\ln M_{e}$ vanish since $\ln M_{i}$ and $\ln M_{e}$ are a linear combination of $1, v$ and $|v|^{2}$ and our model satisfies the conservation of the number of particles, total momentum and total energy (see section 2.1.5). All in all, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right)=-\left(D_{i}\left(f_{i}, f_{e}\right)+D_{e}\left(f_{e}, f_{i}\right)\right) \tag{6.50}
\end{equation*}
$$

Using (6.48) we obtain

$$
\begin{aligned}
\frac{d}{d t}( & \left.H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right) \\
& \leq-\left[\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) H\left(f_{i} \mid M_{i}\right)+\left(\frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right) H\left(f_{e} \mid M_{e}\right)\right] \\
& \leq-\min \left\{\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}, \frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right\}\left(H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right)\right) .
\end{aligned}
$$

Define $C:=\min \left\{\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}, \frac{1}{\varepsilon_{e}} \nu_{i e} n_{e}+\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\right\}$, then we can deduce an exponential decay with Gronwall's inequality

$$
\begin{aligned}
H\left(f_{k} \mid M_{k}\right) & \leq H\left(f_{i} \mid M_{i}\right)+H\left(f_{e} \mid M_{e}\right) \\
& \leq e^{-C t}\left[H\left(f_{i}^{0} \mid M_{i}^{0}\right)+H\left(f_{e}^{0} \mid M_{e}^{0}\right)\right], \quad k=i, e .
\end{aligned}
$$

With the Ciszar-Kullback inequality (see appendix A.1) we get

$$
\begin{aligned}
\left\|f_{k}-M_{k}\right\|_{L^{1}(d v)} & \leq\left\|f_{i}-M_{i}\right\|_{L^{1}(d v)}+\left\|f_{e}-M_{e}\right\|_{L^{1}(d v)} \\
& \leq 4 e^{-\frac{1}{2} C t}\left[H\left(f_{i}^{0} \mid M_{i}^{0}\right)+H\left(f_{e}^{0} \mid M_{e}^{0}\right)\right]^{\frac{1}{2}} .
\end{aligned}
$$

6.2 Theoretical results to check the quality of numerical experiments

## Convergence rates for the velocities and temperatures

In this section we prove convergence rates for the velocities $u_{i}, u_{e}$ and for the temperatures $T_{i}, T_{e}$, respectively, to a common value in the space-homogeneous case. We start with the decay of $\left|u_{i}-u_{e}\right|^{2}$.

Theorem 6.2.2. Suppose that $\nu_{i e}$ is constant in time. In the space-homogeneous case without electric field (6.42), we have the following decay rate of the velocities

$$
\left|u_{i}(t)-u_{e}(t)\right|^{2}=e^{-2 \nu_{i e}(1-\delta)\left(\frac{1}{\varepsilon_{i}} n_{e}+\frac{\varepsilon}{\varepsilon_{e}} \frac{m_{i}}{m_{e}} n_{i}\right) t}\left|u_{i}(0)-u_{e}(0)\right|^{2} .
$$

Proof. If we multiply the equations (6.42) by $v$ and integrate with respect to $v$, we obtain by using (6.24), (6.26) and (6.28)

$$
\begin{aligned}
& \partial_{t}\left(n_{i} u_{i}\right)=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} n_{i}\left(u_{i e}-u_{i}\right)=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} n_{i}(1-\delta)\left(u_{e}-u_{i}\right), \\
& \partial_{t}\left(n_{e} u_{e}\right)=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{e} n_{i}\left(u_{e i}-u_{e}\right)=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{e} n_{i} \frac{m_{i}}{m_{e}} \varepsilon(1-\delta)\left(u_{i}-u_{e}\right) .
\end{aligned}
$$

Since in the space-homogeneous case the densities $n_{i}$ and $n_{e}$ are constant, we actually have

$$
\partial_{t} u_{i}=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}(1-\delta)\left(u_{e}-u_{i}\right), \quad \partial_{t} u_{e}=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i} \frac{m_{i}}{m_{e}} \varepsilon(1-\delta)\left(u_{i}-u_{e}\right) .
$$

With this we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|u_{i}-u_{e}\right|^{2} & =\left(u_{i}-u_{e}\right) \partial_{t}\left(u_{i}-u_{e}\right) \\
& =\left(u_{i}-u_{e}\right) \nu_{i e}(1-\delta)\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}+\frac{\varepsilon}{\tilde{\varepsilon}_{e}} \frac{m_{i}}{m_{e}} n_{i}\right)\left(u_{e}-u_{i}\right) \\
& =-2 \nu_{i e}(1-\delta)\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}+\frac{\varepsilon}{\tilde{\varepsilon}_{e}} \frac{m_{i}}{m_{e}} n_{i}\right)\left|u_{i}-u_{e}\right|^{2} .
\end{aligned}
$$

From this, we deduce

$$
\left|u_{i}(t)-u_{e}(t)\right|^{2}=e^{-2 \nu_{i e}(1-\delta)\left(\frac{1}{\varepsilon_{i}} n_{e}+\frac{\varepsilon}{\varepsilon_{e}} \frac{m_{i}}{m_{e}} n_{i}\right) t}\left|u_{i}(0)-u_{e}(0)\right|^{2} .
$$

We continue with a decay rate of $\left|T_{i}(t)-T_{e}(t)\right|$.
Theorem 6.2.3. Suppose $\nu_{i e}$ is constant in time. In the space-homogeneous case without electric field (6.42), we have the following decay rate of the temperatures

$$
\left|T_{i}(t)-T_{e}(t)\right| \leq e^{-C_{1} t}\left[\left|T_{i}(0)-T_{e}(0)\right|+\frac{\left|C_{2}\right|}{C_{1}-C_{3}}\left(e^{\left(C_{1}-C_{3}\right) t}-1\right)\left|u_{i}(0)-u_{e}(0)\right|^{2}\right],
$$
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where the constants are defined by

$$
\begin{aligned}
C_{1} & =(1-\alpha) \nu_{i e}\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}+\frac{\varepsilon}{\tilde{\varepsilon}_{e}} n_{i}\right) \\
C_{2} & =\nu_{i e}\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}\left((1-\delta)^{2}+\frac{\gamma}{m_{i}}\right)-\frac{\varepsilon}{\tilde{\varepsilon}_{e}} n_{i}\left(1-\delta^{2}-\frac{\gamma}{m_{i}}\right)\right), \\
C_{3} & =2 \nu_{i e}(1-\delta)\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}+\frac{\varepsilon}{\tilde{\varepsilon}_{e}} \frac{m_{i}}{m_{e}} n_{i}\right) .
\end{aligned}
$$

Proof. If we multiply the first equation of (6.42) by $\frac{1}{n_{i}}\left|v-u_{i}\right|^{2}$ and integrate with respect to $v$, we obtain

$$
\begin{equation*}
\int \frac{1}{n_{i}}\left|v-u_{i}\right|^{2} \partial_{t} f_{i} d v=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} \frac{1}{n_{i}} \int\left|v-u_{i}\right|^{2}\left(M_{i e}-f_{i}\right) d v . \tag{6.51}
\end{equation*}
$$

Indeed, the first relaxation term vanishes since $M_{i}$ and $f_{i}$ have the same temperature. We simplify the left-hand side of (6.51) to

$$
\begin{aligned}
\int \frac{1}{n_{i}}\left|v-u_{i}\right|^{2} \partial_{t} f_{i} d v & =\int \frac{1}{n_{i}} \partial_{t}\left(\left|v-u_{i}\right|^{2} f_{i}\right) d v+2 \int \frac{1}{n_{i}} f_{i}\left(v-u_{i}\right) \cdot \partial_{t} u_{i} d v \\
& =\partial_{t} T_{i}
\end{aligned}
$$

and the right-hand side of (6.51) simplifies to

$$
\begin{gathered}
\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e} \frac{1}{n_{i}} \int\left|v-u_{i}\right|^{2}\left(M_{i e}-f_{i}\right) d v=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(T_{i e}+\left|u_{i e}-u_{i}\right|^{2}-T_{i}\right) \\
=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left((1-\alpha)\left(T_{e}-T_{i}\right)+\left((1-\delta)^{2}+\frac{\gamma}{m_{i}}\right)\left|u_{e}-u_{i}\right|^{2}\right) .
\end{gathered}
$$

For the second species we multiply the second equation of (6.42) by $\frac{m_{e}}{m_{i}} \frac{1}{n_{e}}\left|v-u_{e}\right|^{2}$. For the left-hand side, we obtain by using (6.30)

$$
\int \frac{m_{e}}{m_{i}} \frac{1}{n_{e}}\left|v-u_{e}\right|^{2} \partial_{t} f_{e} d v=\partial_{t} T_{e}
$$

and for the right-hand side using (6.26), (6.27) and (6.28)

$$
\begin{aligned}
& \frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i} \frac{m_{e}}{m_{i}} \frac{1}{n_{e}} \int\left|v-u_{e}\right|^{2}\left(M_{e i}-f_{e}\right) d v=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(T_{e i}+\frac{m_{e}}{m_{i}}\left|u_{e i}-u_{e}\right|^{2}-T_{e}\right) \\
& \quad=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left[\varepsilon(1-\alpha)\left(T_{i}-T_{e}\right)\right. \\
& \left.\quad+\left(\varepsilon(1-\delta)\left(\frac{m_{i}}{m_{e}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \frac{\gamma}{m_{i}}+\varepsilon^{2}(1-\delta)^{2} \frac{m_{i}}{m_{e}}\right)\left|u_{i}-u_{e}\right|^{2}\right] \\
& \quad=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(\varepsilon(1-\alpha)\left(T_{i}-T_{e}\right)+\varepsilon\left(1-\delta^{2}-\frac{\gamma}{m_{i}}\right)\left|u_{i}-u_{e}\right|^{2}\right) .
\end{aligned}
$$

So, we obtain

$$
\begin{aligned}
& \partial_{t} T_{i}=\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left((1-\alpha)\left(T_{e}-T_{i}\right)+\left((1-\delta)^{2}+\frac{\gamma}{m_{i}}\right)\left|u_{e}-u_{i}\right|^{2}\right), \\
& \partial_{t} T_{e}=\frac{1}{\tilde{\varepsilon}_{e}} \nu_{i e} n_{i}\left(\varepsilon(1-\alpha)\left(T_{i}-T_{e}\right)+\varepsilon\left(1-\delta^{2}-\frac{\gamma}{m_{i}}\right)\left|u_{i}-u_{e}\right|^{2}\right) .
\end{aligned}
$$

We deduce

$$
\begin{aligned}
\partial_{t}\left(T_{i}-T_{e}\right) & =-(1-\alpha) \nu_{i e}\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}+\frac{\varepsilon}{\tilde{\varepsilon}_{e}} n_{i}\right)\left(T_{i}-T_{e}\right) \\
& +\nu_{i e}\left(\frac{1}{\tilde{\varepsilon}_{i}} n_{e}\left((1-\delta)^{2}+\frac{\gamma}{m_{i}}\right)-\frac{\varepsilon}{\tilde{\varepsilon}_{e}} n_{i}\left(1-\delta^{2}-\frac{\gamma}{m_{i}}\right)\right)\left|u_{i}-u_{e}\right|^{2}
\end{aligned}
$$

or with the constants defined in this theorem

$$
\partial_{t}\left(T_{i}-T_{e}\right)=-C_{1}\left(T_{i}-T_{e}\right)+C_{2}\left|u_{i}-u_{e}\right|^{2} .
$$

Duhamel's formula gives

$$
T_{i}(t)-T_{e}(t)=e^{-C_{1} t}\left(T_{i}(0)-T_{e}(0)\right)+C_{2} e^{-C_{1} t} \int_{0}^{t} e^{C_{1} s}\left|u_{i}(s)-u_{e}(s)\right|^{2} d s
$$

So we have the following inequality

$$
\left|T_{i}(t)-T_{e}(t)\right| \leq e^{-C_{1} t}\left|T_{i}(0)-T_{e}(0)\right|+\left|C_{2}\right| e^{-C_{1} t} \int_{0}^{t} e^{C_{1} s}\left|u_{i}(s)-u_{e}(s)\right|^{2} d s
$$

and by using theorem 6.2.2, we have

$$
\begin{aligned}
& \left|T_{i}(t)-T_{e}(t)\right| \leq e^{-C_{1} t}\left|T_{i}(0)-T_{e}(0)\right|+\left|C_{2}\right| e^{-C_{1} t} \int_{0}^{t} e^{C_{1} s} e^{-C_{3} s} d s\left|u_{i}(0)-u_{e}(0)\right|^{2} \\
& \left|T_{i}(t)-T_{e}(t)\right| \leq e^{-C_{1} t}\left(\left|T_{i}(0)-T_{e}(0)\right|+\frac{\left|C_{2}\right|}{C_{1}-C_{3}}\left(e^{\left(C_{1}-C_{3}\right) t}-1\right)\left|u_{i}(0)-u_{e}(0)\right|^{2}\right)
\end{aligned}
$$

## Numerical simulation

In this section we sketch the idea of the numerical approximation of the two-species micro-macro system (6.38),(6.39),(6.40) and (6.41). Following the idea of [28], we propose to use a particle method to discretize both microscopic equations (6.38) and (6.40). The macroscopic equations (6.39) and (6.41) are solved by a classical Finite Volume method (see for example [85]).

In this section, we only present the main idea of the method and refer to [28] for the details.

For the microscopic parts, we use a Particle-In-Cell method (see for example [17]): we approach $g_{i i}$ and $g_{e e}$ by a set of $N_{p_{i}}$ and $N_{p_{e}}$ particles, with position $x_{i_{k}}(t)$
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and $x_{e_{k}}(t)$, velocity $v_{i_{k}}(t)$ and $v_{e_{k}}(t)$ and weight $\omega_{i_{k}}(t)$ and $\omega_{e_{k}}(t), k=1, \ldots, N_{p_{i}}$ and $k=1, \ldots, N_{p_{e}}$, respectively. Then we assume that the microscopic distribution functions have the following expression:

$$
\begin{align*}
g_{i i}(x, v, t) & =\sum_{k=1}^{N_{p_{i}}} \omega_{i_{k}}(t) \delta\left(x-x_{i_{k}}(t)\right) \delta\left(v-v_{i_{k}}(t)\right),  \tag{6.52}\\
g_{e e}(x, v, t) & =\sum_{k=1}^{N_{p_{e}}} \omega_{e_{k}}(t) \delta\left(x-x_{e_{k}}(t)\right) \delta\left(v-v_{e_{k}}(t)\right),
\end{align*}
$$

with $\delta$ the Dirac mass. Moreover, we have the following relations:

$$
\begin{align*}
& \omega_{i_{k}}(t)=g_{i i}\left(x_{i_{k}}(t), v_{i_{k}}(t), t\right) \frac{L_{x} L_{v}}{N_{p_{i}}}, k=1, \ldots, N_{p_{i}}  \tag{6.53}\\
& \omega_{e_{k}}(t)=g_{e e}\left(x_{e_{k}}(t), v_{e_{k}}(t), t\right) \frac{L_{x} L_{v}}{N_{p_{e}}}, k=1, \ldots, N_{p_{e}}
\end{align*}
$$

where $L_{x} \in \mathbb{R}$ and $L_{v} \in \mathbb{R}$ denote the length of the domain in the space and the length in the domain in velocity direction, respectively.

The method consists now in splitting the transport and the source parts of (6.38) and (6.40). Let us consider (6.38), the steps being the same for (6.40). The transport part

$$
\begin{equation*}
\partial_{t} g_{i i}+v \partial_{x} g_{i i}+E \partial_{v} g_{i i}=0 \tag{6.54}
\end{equation*}
$$

is solved in the following way. We evolve the positions $x_{i_{k}}$ and the velocities $v_{i_{k}}$ in (6.52) and (6.53) in the expression of $g_{i i}$ by solving the characteristic equations

$$
\frac{d x_{i_{k}}}{d t}(t)=v_{i_{k}}(t), \quad \frac{d v_{i_{k}}}{d t}(t)=E\left(x_{i_{k}}(t), t\right), \quad \forall k=1, \ldots, N_{p_{i}}
$$

The source part

$$
\begin{align*}
\partial_{t} g_{i i}= & -\left(\mathbb{1}-\Pi_{M_{i}}\right)\left(v \partial_{x} M_{i}\right)+\Pi_{M_{i}}\left(v \partial_{x} g_{i i}\right)+\Pi_{M_{i}}\left(E \partial_{v} g_{i i}\right) \\
& +\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\left(M_{i e}-\left(1+\frac{\left(v-u_{i}\right)\left(u_{i e}-u_{i}\right)}{T_{i}}\right.\right. \\
& \left.\left.+\left(\frac{\left|v-u_{i}\right|^{2}}{2 T_{i}}-\frac{1}{2}\right)\left(\frac{T_{i e}}{T_{i}}+\frac{1}{T_{i}}\left|u_{i e}-u_{i}\right|^{2}-1\right)\right) M_{i}\right)-\left(\frac{1}{\varepsilon_{i}} \nu_{i e} n_{i}+\frac{1}{\tilde{\varepsilon}_{i}} \nu_{i e} n_{e}\right) g_{i i}, \tag{6.55}
\end{align*}
$$

is solved by evolving the weight $\omega_{i_{k}}(t)$. Let us denote by $S(x, v, t)$ the right-hand side such that $\partial_{t} g_{i i}=S(x, v, t)$. If we solve (6.53) for $g_{i i}$, compute $\partial_{t} g_{i i}$ of the obtained equation and use that $\partial_{t} g_{i i}=S$, we obtain

$$
\partial_{t} \omega_{i k}=S\left(x_{i_{k}}, v_{i_{k}}, t\right) \frac{N_{p_{i}}}{L_{x} L_{p}}
$$

The strategy is the same as in paragraph 4.1.2 of [28], where only one species is considered (and so there are no coupling terms). The supplementary terms coming from the coupling of both species are treated in the source part as the other source terms. They do not add any particular difficulty.

Furthermore, we have to ensure that the moments of $g_{i i}$ and $g_{e e}$ remain zero at each time step at the discrete level. This is not guaranteed at the discrete level, since $\left\langle m(v) v \partial_{x} g_{k k}\right\rangle \neq 0$. This is called projection step where the moments of $g_{k k}$ are matched to zero. Details are given in subsection 4.2 of [28]. The idea is the following. We construct at each time step a function $h_{k k}(x, v)$ which has the same macroscopic quantities as the discrete function $g_{k k}^{n+1}(x, v)$ at the time step $n+1$ by making the ansatz

$$
h_{k k}(x, v)=\lambda_{k k}(x) \cdot m(v) M_{k}(x, v)
$$

where $M_{k}$ is the Maxwell distribution of $f_{k}^{n+1}$. The motivation for this ansatz is that we want to have a function which lies in $\mathcal{N}_{k}$. Then we solve the system

$$
\left.\left\langle m(v) h_{k k}(x, v)\right\rangle\right|_{X_{i}}=\left.\left\langle m(v) g_{k k}^{n+1}\right\rangle\right|_{X_{i}}
$$

on each position $X_{i}$ on the uniform grid $\left(X_{i}\right)_{i}$, for the function $\lambda_{k k}(x) \in \mathbb{R}^{3}$. This is possible since we have three unknowns and three constraints. Then we correct $g_{k k}^{n+1}$ by

$$
g_{k k}^{n+1, \text { new }}=g_{k k}^{n+1}-h_{k k}
$$

at each time step.
Finally, the macroscopic equations (6.39) and (6.41) are discretized on a grid in space and solved by a classical Finite Volume method. For the one species case, this is detailed in subsection 4.3 of [28]. The electric field is discretized on the same grid and computed at each time step by solving the Maxwell equation (6.9) with a Finite Difference method.

### 6.2.2 Landau damping for two species

The next theoretical result which can be used to compare the analytic behaviour of the solution with numerical results is the Landau damping. It is a qualitative behaviour of the Vlasov-Poisson equation. For one species this phenomena was developed by Landau in [63]. A more rigorous treatment of the derivation of Landau has been done by Villani in [84]. The derivation in this section is an extension of the result presented in [84] by Villani for one species to a mixture of ions and electrons.

## The 1D Vlasov model for a mixture of two species

We consider a plasma consisting of electrons denoted by the index $e$ and one species of ions denoted by the index $i$. The state of the two species will be described by two
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distribution functions $f_{e}(x, v, t), f_{i}(x, v, t) \geq 0, x \in[0, L], L>0, v \in \mathbb{R}, t>0$. We describe the time evolution by a system of Vlasov equations

$$
\begin{align*}
\partial_{t} f_{e}+v \partial_{x} f_{e}-\frac{e}{m_{e}} E\left[f_{e}, f_{i}\right] \partial_{v} f_{e} & =0  \tag{6.56}\\
\partial_{t} f_{i}+v \partial_{x} f_{i}+\frac{e}{m_{i}} E\left[f_{e}, f_{i}\right] \partial_{v} f_{i} & =0
\end{align*}
$$

with corresponding initial data. This set of equations describes the collision-less regime of equation (6.6) with the same notation as in section 6.1.3. Again we expect from physics that the electric field $E(x, t)$ can be written as a gradient of a potential $\phi(x, t)$. Together with the Maxwell equation $\partial_{x} E(x, t)=\rho(x, t)$, where

$$
\begin{equation*}
\rho(x, t)=e \int_{-\infty}^{\infty}\left(f_{i}(x, v, t)-f_{e}(x, v, t)\right) d v \tag{6.57}
\end{equation*}
$$

describes the charge density, we get that $\phi$ solves a Poisson equation.
So now, we assume that $E$ is of the form

$$
\begin{align*}
E\left[f_{e}, f_{i}\right] & =-\int \partial_{x} W(x-y) \rho(y, t) d y \\
& =-\int \partial_{x} W(x-y) e \int_{-\infty}^{\infty}\left(f_{i}(y, v, t)-f_{e}(y, v, t)\right) d v d y  \tag{6.58}\\
& =-\iint_{-\infty}^{\infty} \partial_{x} W(x-y) e\left(f_{i}(y, v, t)-f_{e}(y, v, t)\right) d v d y
\end{align*}
$$

where $W$ is a Green's function to the Poisson equation on $[0, L]$. The existence of the function $W$ is argued in [84] and [75].

The advantage of the system (6.56) is the following property discovered by Landau. When one linearises the Vlasov equations around a homogeneous equilibrium, it is possible to analyse the stability and the asymptotic behaviour for the linearised equation. This analysis is carried out for the two species case in the following section in a more rigorous way inspired by the one species case done by Villani in [84]. We begin with the existence of equilibrium solutions in section 6.2.2. In section 6.2.2 we perform the linearisation around an equilibrium distribution. In section 6.2 .2 we want to give a physical motivation of the properties we want to derive analytically from the linearised equations in section 6.2.2 to section 6.2.2.

## Existence of equilibria

We want to find equilibrium solutions to (6.56).
Definition 6.2.1 (Equilibrium solution). We call a pair of functions $\left(f_{i}^{e q u}, f_{e}^{e q u}\right)$ an equilibrium solution to (6.56) if and only if $\left(f_{i}^{e q u}, f_{e}^{e q u}\right)$ satisfy (6.56) and $\partial_{t} f_{i}^{e q u}=$ $\partial_{t} f_{e}^{e q u}=0$.

We are able to prove that there exist an equilibrium solution to (6.56).

Theorem 6.2.4 (Existence of equilibrium solutions). There exists at most one equilibrium solution to (6.56).

Proof. We prove it by giving an example. Any pair of distributions $\left(f_{i}(x, v), f_{e}(x, v)\right)$ $=\left(f_{i}^{e q u}(v), f_{e}^{e q u}(v)\right)$ defines an equilibrium solution. Obviously the distributions are independent of $t$. So the only thing we have to prove is that they are a solution to (6.56). Since they are also independent of $x$, we have $v \partial_{x} f_{i}^{e q u}=v \partial_{x} f_{e}^{e q u}=0$ for every $v \in \mathbb{R}$. Therefore the charge density $\rho^{\text {equ }}$ given by (6.57) associated to $f_{i}^{e q u}$ and $f_{e}^{e q u}$ is constant in $x$. So the corresponding forces vanish since

$$
\int \partial_{x} W(x-y) \rho^{e q u}(y, t) d y=\int W(x-y) \partial_{y} \rho^{e q u}(y, t) d y=0
$$

## Linearisation of the Vlasov model

We assume that we are near an equilibrium, that means

$$
\begin{align*}
f_{e}(x, v, t) & =f_{e}^{e q u}(v)+h_{e}(x, v, t) \\
f_{i}(x, v, t) & =f_{i}^{e q u}(v)+h_{i}(x, v, t) \tag{6.59}
\end{align*}
$$

where $h_{e}, h_{i}$ are small deviations. The meaning of "small" will be specified in a moment. We assume that the equilibria are independent of $x$ and they satisfy the condition of quasi-neutrality

$$
\begin{equation*}
\int_{-\infty}^{\infty} f_{i}^{e q u}(v) d v=\int_{-\infty}^{\infty} f_{e}^{e q u}(v) d v \tag{6.60}
\end{equation*}
$$

which means that in equilibrium the resulting charge $\rho$ is equal to zero. Such an equilibrium exists according to theorem 6.2.4. Inserting ansatz (6.59) into (6.56) and (6.58) and neglecting quadratic terms in $h_{i}$ and $h_{e}$, respectively, we obtain

$$
\begin{align*}
\partial_{t} h_{e}+v \partial_{x} h_{e}-\frac{e}{m_{e}} E\left[h_{e}, h_{i}\right] \partial_{v} f_{e} & =0  \tag{6.61}\\
\partial_{t} h_{i}+v \partial_{x} h_{i}+\frac{e}{m_{i}} E\left[h_{e}, h_{i}\right] \partial_{v} f_{i} & =0
\end{align*}
$$

where

$$
\begin{align*}
E\left[h_{e}, h_{i}\right] & =-\iint_{-\infty}^{\infty} \partial_{x} W(x-y)\left[h_{i}(x, v, t)-h_{e}(x, v, t)\right] d v d y  \tag{6.62}\\
& =-\iint_{-\infty}^{\infty} \partial_{x} W(x-y) h(x, v, t) d v d y
\end{align*}
$$

The quantity $h$ is defined as $h:=h_{i}-h_{e}$. We now want to show the following. If a plasma is disturbed from equilibrium as in (6.59), we expect from physics that the plasma will relax back to equilibrium for $t \rightarrow \infty$. So the particles will be forced
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to go to the equilibrium configuration. Since we expect the particles to be inert by Newton's first law, we expect them to carry out oscillations. So we expect to see that the densities are oscillating in time and this oscillation is possibly damped depending on the physical configuration. We want to show that this property is contained in the model (6.61) and find criteria when these oscillations are damped. Since the electric field depends directly via (6.62) on the densities and the electric field is related to the electric energy $W_{e l}$ via $W_{e l}=\frac{1}{2} E^{2}$, we also expect to observe a damping by considering the electric energy or $E^{2}$.

## Physical motivation of Landau damping in plasmas

In this section we want to give a physical motivation of Landau damping, before we start to derive its qualitative behaviour in the following sections. We consider an electrically quasi-neutral plasma according to (6.60) in equilibrium consisting of positively charged ions and negatively charged electrons. Now we assume that we disturb the position of the electrons or the ions away from the equilibrium configuration. Then we expect to have a force which forces the electrons back to the equilibrium configuration. Similar as in the case of a spring, this can lead to an oscillation around the equilibrium configuration. This oscillation can be damped or not. Since an oscillation around the equilibrium configuration has to do with a change of the position of the particles, we expect that the oscillations are reflected somehow in the corresponding density.

## Methods of characteristics

In this section and the following ones we want to find criteria for damping and show the property of damping in an analytical way from equations (6.56). Similar as in [84] in step 1, we apply the methods of characteristics on (6.61) and obtain

$$
\begin{align*}
h_{e}(x, v, t) & =h_{e, i n}(x-v t, v)+\frac{e}{m_{e}} \int_{0}^{t} E\left[h_{i}, h_{e}\right](\tau, x-v(t-\tau)) \partial_{v} f_{e}^{e q u}(v) d \tau  \tag{6.63}\\
h_{i}(x, v, t) & =h_{i, i n}(x-v t, v)-\frac{e}{m_{i}} \int_{0}^{t} E\left[h_{i}, h_{e}\right](\tau, x-v(t-\tau)) \partial_{v} f_{i}^{e q u}(v) d \tau
\end{align*}
$$

This is similar to the definition of a mild solution treating the force term as the inhomogeneity of the transport equation, see section 4.1.1.

## Fourier transform of the distribution functions

Similar as in [84] in step 2, we take the Fourier transform (see appendix A.2) in both $x$ and $v$ of both equations (6.63) and do the substitutions $y=x-v t$ in the part with the initial data and $y=x-v(t-\tau)$ in the term with the time integration (source term). We use that the Fourier transform of the source terms separates into the product of the Fourier transform in $x$ of the force term $E\left[h_{i}, h_{e}\right]$ and the Fourier transform in $v$ of the derivative of the equilibrium function $\partial_{v} f_{k}^{e q u}, k=1,2$. Then we use that the Fourier transform of a convolution leads to a product of two Fourier
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transforms. We get rid of the derivatives doing integration by parts in $v$. All in all, we obtain

$$
\begin{align*}
\tilde{h}_{e}(k, \eta, t) & =\tilde{h}_{e, i n}(k, \eta+k t) \\
& -\frac{e}{m_{e}} 4 \pi^{2} \hat{W}(k) \int_{0}^{t} \hat{\rho}^{h}(k, \tau) \tilde{f}_{e}^{e q u}(\eta+k(t-\tau)) k \cdot[\eta+k(t-\tau)] d \tau, \\
\tilde{h}_{i}(k, \eta, t) & =\tilde{h}_{i, i n}(k, \eta+k t)  \tag{6.64}\\
& +\frac{e}{m_{i}} 4 \pi^{2} \hat{W}(k) \int_{0}^{t} \hat{\rho}^{h}(k, \tau) \tilde{f}_{i}^{e q u}(\eta+k(t-\tau)) k \cdot[\eta+k(t-\tau)] d \tau,
\end{align*}
$$

where $k$ and $\eta$ denote the new variables after the transformations and $\rho^{h}=\rho_{i}^{h_{i}}-\rho_{e}^{h_{e}}$, $\rho_{i}^{h_{i}}=\int h_{i} d v, \rho_{e}^{h_{e}}=\int h_{e} d v$. The notation $\sim$ denotes the Fourier transform in $x$ and $v$ whereas $\wedge$ denotes the Fourier transform only in the $x$ variable.

## Fourier transform of the densities

If we set $\eta=0$, we obtain the Fourier transform of the densities. Since the exponential in the Fourier transform in $v$ reduces to 1 and it remains the integration with respect to $v$ over the function $h_{k}, k=e, i$ which is the density.

$$
\begin{align*}
& \hat{\rho}_{e}^{h_{e}}(k, t)=h_{e, i n}(k, k t)+\int_{0}^{t} K_{e}^{0}(t-\tau, k)\left[\hat{\rho}_{i}^{h_{i}}-\hat{\rho}_{e}^{h_{e}}\right](k, \tau) d \tau \\
& \hat{\rho}_{i}^{h_{i}}(k, t)=h_{i, i n}(k, k t)+\int_{0}^{t} K_{i}^{0}(t-\tau, k)\left[\hat{\rho}_{i}^{h_{i}}-\hat{\rho}_{e}^{h_{e}}\right](k, \tau) d \tau \tag{6.65}
\end{align*}
$$

where

$$
\begin{aligned}
K_{e}^{0}(t-\tau, k) & =-\frac{e}{m_{e}} 4 \pi^{2} \hat{W}(k) f_{e}^{e q u}(k t)|k|^{2} t \\
K_{i}^{0}(t-\tau, k) & =\frac{e}{m_{i}} 4 \pi^{2} \hat{W}(k) f_{i}^{e q u}(k t)|k|^{2} t
\end{aligned}
$$

## Convergence rates of the densities

Assume that the equilibrium is a global one which means $f_{i}^{e q u}=f_{e}^{e q u}$. It exists according to the proof of theorem 6.2.4. Then

$$
K_{e}^{0}(t-\tau, k)=-\frac{m_{i}}{m_{e}} K_{i}^{0}(t-\tau, k)=:-K(t-\tau, k)
$$

Then we have two equations of the form

$$
\begin{align*}
\phi_{e}(t) & =a_{e}(t)-\int_{0}^{t} K(t-\tau)\left[\phi_{i}(\tau)-\phi_{e}(\tau)\right] d \tau  \tag{6.66}\\
\phi_{i}(t) & =a_{i}(t)+\frac{m_{e}}{m_{i}} \int_{0}^{t} K(t-\tau)\left[\phi_{i}(\tau)-\phi_{e}(\tau)\right] d \tau
\end{align*}
$$
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Theorem 6.2.5. Let $K=K(t)$ be a kernel defined for $t \geq 0$, such that
(i) $|K(t)| \leq C_{0} e^{-2 \pi \lambda_{0} t}$ for a constant $\lambda_{0}>0$.
(ii) $\left|\left(1+\frac{m_{e}}{m_{i}}\right) K^{L}(\xi)-1\right| \geq \kappa>0$ for $0 \leq \operatorname{Re}(\xi) \leq \Lambda$ where the index $L$ denotes the complex Laplace transform. For the definition of the Laplace transform see appendix A.2. Note, that property (i) in this theorem corresponds to the property (ii) in the definition of the Laplace transform as a required property such that the Laplace transform is well-defined.

Let further $a_{i}=a_{i}(t), a_{e}=a_{e}(t)$ satisfy
(iii) $\left|\frac{m_{e}}{m_{i}} a_{e}(t)+a_{i}(t)\right| \leq \alpha_{+} e^{-2 \pi \lambda_{+} t}$,
(iv) $\left|a_{i}(t)-a_{e}(t)\right| \leq \alpha_{-} e^{-2 \pi \lambda_{-} t}$
and let $\phi_{i}, \phi_{e}$ solve (6.66). Then for any $\lambda^{\prime}<\min \left(\lambda_{+}, \lambda_{-}, \Lambda, \lambda_{0}\right)$

$$
\begin{aligned}
\left|\phi_{e}(t)\right| & \leq C_{e} e^{-2 \pi \lambda^{\prime} t} \\
\left|\phi_{i}(t)\right| & \leq C_{i} e^{-2 \pi \lambda^{\prime} t}
\end{aligned}
$$

where $C_{i}, C_{e}$ are constants depending on $\lambda_{+}, \lambda_{-}, \Lambda, \lambda_{0}, \kappa, C_{0}, \lambda^{\prime}$.
Proof. Let us write $\Phi_{e}(t)=e^{2 \pi \lambda^{\prime} t} \phi_{e}(t), \Phi_{i}(t)=e^{2 \pi \lambda^{\prime} t} \phi_{i}(t), A_{e}(t)=e^{2 \pi \lambda^{\prime} t} a_{e}(t)$, $A_{i}(t)=e^{2 \pi \lambda^{\prime} t} a_{i}(t)$. Now similar as in the proof of lemma 3.5 in [84], we multiply (6.66) by $e^{2 \pi \lambda^{\prime} t}$ and obtain

$$
\begin{align*}
& \Phi_{e}(t)=A_{e}(t)-\int_{0}^{t} K(t-\tau) e^{2 \pi \lambda^{\prime}(t-\tau)}\left[\Phi_{i}(\tau)-\Phi_{e}(\tau)\right] d \tau  \tag{6.67}\\
& \Phi_{i}(t)=A_{i}(t)+\frac{m_{e}}{m_{i}} \int_{0}^{t} K(t-\tau) e^{2 \pi \lambda^{\prime}(t-\tau)}\left[\Phi_{i}(\tau)-\Phi_{e}(\tau)\right] d \tau .
\end{align*}
$$

The functions $\Phi_{e}, \Phi_{i}, A_{e}, A_{i}$ and $K$ are defined only for $t \geq 0$. We extend the domain of these functions for negative times by setting them equal to zero for $t<0$. Then take the Fourier transform in the time variable. This leads to

$$
\begin{aligned}
\hat{\Phi}_{e}(\omega) & =\hat{A}_{e}(\omega)-\int_{-\infty}^{\infty} e^{-i \omega t} \int_{0}^{t} K(t-\tau) e^{2 \pi \lambda^{\prime}(t-\tau)}\left[\Phi_{i}(\tau)-\Phi_{e}(\tau)\right] d \tau d t \\
& =\hat{A}_{e}(\omega)-\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K(s) e^{2 \pi \lambda^{\prime} s} e^{-i \omega(s+\tau)}\left[\Phi_{i}(\tau)-\Phi_{e}(\tau) d \tau d s\right. \\
& =\hat{A}_{e}(\omega)-K^{L}\left(\lambda^{\prime}+i \omega\right)\left[\hat{\Phi}_{i}(\omega)-\hat{\Phi}_{e}(\omega)\right], \\
\hat{\Phi}_{i}(\omega) & =\hat{A}_{i}(\omega)+\frac{m_{e}}{m_{i}} K^{L}\left(\lambda^{\prime}+i \omega\right)\left[\hat{\Phi}_{i}(\omega)-\hat{\Phi}_{e}(\omega)\right],
\end{aligned}
$$

where $K^{L}$ denotes the complex Laplace transform, see appendix A.2. Subtract the first equation from the second one. Then

$$
\hat{\Phi}_{i}(\omega)-\hat{\Phi}_{e}(\omega)=\hat{A}_{i}(\omega)-\hat{A}_{e}(\omega)+\left(\frac{m_{e}}{m_{i}}+1\right) K^{L}\left(\lambda^{\prime}+i \omega\right)\left[\hat{\Phi}_{i}(\omega)-\hat{\Phi}_{e}(\omega)\right]
$$

which is equivalent to

$$
\hat{\Phi}_{i}(\omega)-\hat{\Phi}_{e}(\omega)=\frac{\hat{A}_{i}(\omega)-\hat{A}_{e}(\omega)}{1-\left(\frac{m_{e}}{m_{i}}+1\right) K^{L}\left(\lambda^{\prime}+i \omega\right)}
$$

since we assumed $\left(\frac{m_{e}}{m_{i}}+1\right) K^{L}\left(\lambda^{\prime}+i \omega\right) \neq 1$. Actually, we assumed that $\mid(1+$ $\left.\frac{m_{e}}{m_{i}}\right) K^{L}(\xi)-1 \mid \geq \kappa>0$ and so we obtain

$$
\left\|\hat{\Phi}_{i}-\hat{\Phi}_{e}\right\|_{L^{2}(\omega)} \leq \frac{\left\|\hat{A}_{i}-\hat{A}_{e}\right\|_{L^{2}(\omega)}}{\kappa}
$$

Therefore by Plancherel's identity (see appendix A.2) and the decay assumption (iv), we get

$$
\left\|\Phi_{i}-\Phi_{e}\right\|_{L^{2}(t)} \leq \frac{\left\|A_{i}-A_{e}\right\|_{L^{2}(t)}}{\kappa} \leq \frac{\alpha_{-}}{\kappa \sqrt{4 \pi\left(\lambda_{-}-\lambda^{\prime}\right)}}
$$

since the integral $\int_{0}^{\infty} e^{-2 \pi \lambda-t} e^{2 \pi \lambda^{\prime} t} d t$ is equal to $\frac{1}{\sqrt{4 \pi\left(\lambda_{-}-\lambda^{\prime}\right)}}$. We plug this into the following system equivalent to (6.67)

$$
\begin{align*}
& \frac{m_{e}}{m_{i}} \Phi_{e}(t)+\Phi_{i}(t)=\frac{m_{e}}{m_{i}} A_{e}(t)+A_{i}(t),  \tag{6.68}\\
& \Phi_{i}(t)-\Phi_{e}(t)=A_{i}(t)-A_{e}(t)+\left(\frac{m_{e}}{m_{i}}+1\right) \int_{0}^{t} K(t-\tau) e^{2 \pi \lambda^{\prime}(t-\tau)}\left[\Phi_{i}(\tau)-\Phi_{e}(\tau)\right] d \tau,
\end{align*}
$$

and obtain by using the estimates (iii) and (iv), Hölder inequality and estimate (ii)

$$
\begin{align*}
\left\|\frac{m_{e}}{m_{i}} \Phi_{e}+\Phi_{i}\right\|_{L^{\infty}(t)} & \leq\left\|\frac{m_{e}}{m_{i}} A_{e}+A_{i}\right\|_{L^{\infty}(t)} \leq \alpha_{+} \\
\left\|\Phi_{i}-\Phi_{e}\right\|_{L^{\infty}(t)} & \leq\left\|A_{i}-A_{e}\right\|_{L^{\infty}(t)}+\left(\frac{m_{e}}{m_{i}}+1\right)\left\|\left(K e^{2 \pi \lambda^{\prime} t}\right) *\left[\Phi_{i}-\Phi_{e}\right]\right\|_{L^{\infty}(d t)} \\
& \leq \alpha_{-}+\left(\frac{m_{e}}{m_{i}}+1\right)\left\|K e^{2 \pi \lambda^{\prime} t}\right\|_{L^{2}(d t)}\left\|\Phi_{i}-\Phi_{e}\right\|_{L^{2}(d t)} \\
& \leq \alpha_{-}+\left(\frac{m_{e}}{m_{i}}+1\right) \frac{C_{0}}{\sqrt{4 \pi\left(\lambda_{0}-\lambda^{\prime}\right)}} \frac{\alpha_{-}}{\kappa \sqrt{4 \pi\left(\lambda_{-}-\lambda^{\prime}\right)}} . \tag{6.69}
\end{align*}
$$

From this we obtain the estimates

$$
\left.\begin{array}{rl}
\left\|\Phi_{i}\right\|_{L^{\infty}(t)} & =\left\|\frac{1}{1+\frac{m_{e}}{m_{i}}}\left(\frac{m_{e}}{m_{i}} \Phi_{e}+\Phi_{i}\right)+\frac{1}{1+\frac{m_{e}}{m_{i}} \frac{m_{e}}{m_{i}}}\left(\Phi_{i}-\Phi_{e}\right)\right\|_{L^{\infty}(t)} \\
& \leq \frac{1}{1+\frac{m_{e}}{m_{i}}}\left\|\frac{m_{e}}{m_{i}} \Phi_{e}+\Phi_{i}\right\|_{L^{\infty}(t)}+\frac{1}{1+\frac{m_{e}}{m_{i}}} \frac{m_{e}}{m_{i}}\left\|\Phi_{i}-\Phi_{e}\right\|_{L^{\infty}(t)} \\
& \leq \frac{1}{1+\frac{m_{e}}{m_{i}}} \alpha_{+}+\frac{1}{1+\frac{m_{e}}{m_{i}}} \frac{m_{e}}{m_{i}}
\end{array} \alpha_{-}+\left(\frac{m_{e}}{m_{i}}+1\right) \frac{C_{0}}{\sqrt{4 \pi\left(\lambda_{0}-\lambda^{\prime}\right)}} \frac{\alpha_{-}}{\kappa \sqrt{4 \pi\left(\lambda_{-}-\lambda^{\prime}\right)}}\right], ~\left\{\begin{array}{l}
\left\|\Phi_{e}\right\|_{L^{\infty}(t)}=\left\|\frac{1}{1+\frac{m_{e}}{m_{i}}}\left(\frac{m_{e}}{m_{i}} \Phi_{e}+\Phi_{i}\right)-\frac{1}{1+\frac{m_{e}}{m_{i}}}\left(\Phi_{i}-\Phi_{e}\right)\right\|_{L^{\infty}(t)} \\
\\
\end{array} \quad \frac{1}{1+\frac{m_{e}}{m_{i}}} \alpha_{+}+\frac{1}{1+\frac{m_{e}}{m_{i}}}\left[\alpha+\left(\frac{m_{e}}{m_{i}}+1\right) \frac{C_{0}}{\sqrt{4 \pi\left(\lambda_{0}-\lambda^{\prime}\right)}} \frac{\alpha_{-}}{\kappa \sqrt{4 \pi\left(\lambda_{-}-\lambda^{\prime}\right)}}\right] .\right.
$$
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We also have to check if the Fourier transforms of $\Phi_{e}, \Phi_{i}$ exist and if they are in $L^{2}(\mathbb{R})$. We replace $\lambda^{\prime}$ by a parameter $\alpha$ varying from $-\varepsilon$ to $\lambda^{\prime}$. By the integrability of $K$ and Gronwall's lemma, $\frac{m_{e}}{m_{i}} \Phi_{e}+\Phi_{i}$ and $\Phi_{i}-\Phi_{e}$ are bounded as a function of $t$. Therefore $\Phi_{e}$ and $\Phi_{i}$ are bounded as a function of $t$. So $\phi_{i}(k, t) e^{-\varepsilon|k| t}, \phi_{e}(k, t) e^{-\varepsilon|k| t}$ are integrable for any $\varepsilon>0$ and continuous as $\varepsilon \rightarrow 0$. Then assumption (ii) guarantees that the bounds are uniform in the strip $0 \leq \operatorname{Re}(\xi) \leq \lambda^{\prime}$.

From (6.69) we see that the difference of the densities is damped which results in a damping of the electric field and the electric energy what we wanted to show. In [29] Crestetto, Klingenberg and Pirner also numerically observed a damped electric field in the non-collision-less regime, see section 6 in [29].

## The Landau-Penrose stability criterion

In order to have damping, we have to ensure that

$$
\left|\left(1+\frac{m_{e}}{m_{i}}\right) K^{L}(\xi)-1\right| \geq \kappa>0 \quad \text { for } \quad 0 \leq \operatorname{Re}(\xi) \leq \Lambda
$$

[84] computes that

$$
(K)^{L}((\lambda+i \omega)|k|)=\hat{W}(k) \int \frac{\left(f^{e q u}\right)^{\prime}(v)}{v-w+i \lambda} d v
$$

using integration by parts and the fact that we have

$$
\int_{0}^{\infty} e^{-2 i \pi|k| t v} e^{2 \pi(\lambda+i w)|k| t}|k| d v d t=\frac{1}{2 i \pi} \frac{1}{v-w+i \lambda}
$$

assuming $\left(f^{e q u}\right)^{\prime}$ decays fast enough at infinity such that the integral exists. Then [84] considers the limit $\lambda \rightarrow 0^{+}$(and extends the statement later to a strip $0 \leq \lambda \leq \Lambda$ by continuity arguments). In the limit [84] obtains

$$
Z(k, \omega):=\hat{W}(k)\left[\int \frac{\left(f^{e q u}\right)^{\prime}(v)-\left(f^{e q u}\right)^{\prime}(\omega)}{v-\omega} d v-i \pi\left(f^{e q u}\right)^{\prime}(\omega)\right] .
$$

So the aim is to find a condition such that $Z$ does not approach 1. If the imaginary part of $Z$ stays away from zero, then $Z$ does not approach the real value 1 . So $Z$ only approaches zero, if $\left(f^{e q u}\right)^{\prime}(v)$ approaches zero in the imaginary part. But when the imaginary part will approach zero or equivalently if $\omega$ approaches zero of $\left(f^{e q u}\right)^{\prime}$, the real part has to stay away from one. This leads to the Penrose stability criterion

$$
\forall_{\omega \in \mathbb{R}},\left(f^{e q u}\right)^{\prime}(\omega)=0 \Rightarrow \hat{W}(k) \int \frac{\left(f^{e q u}\right)^{\prime}(v)}{v-\omega} d v<1 .
$$

In our case there is a factor $\left(1+\frac{m_{e}}{m_{i}}\right)$ in front of $K^{L}$, so we get

$$
\forall_{\omega \in \mathbb{R}},\left(f^{e q u}\right)^{\prime}(\omega)=0 \Rightarrow\left(1+\frac{m_{e}}{m_{i}}\right) \hat{W}(k) \int \frac{\left(f^{e q u}\right)^{\prime}(v)}{v-\omega} d v<1 .
$$

6.2 Theoretical results to check the quality of numerical experiments

Example 6.2.1. In the case of Coulomb interactions, we have $\hat{W}(k)=\frac{1}{|k|^{2}}$. If $f^{e q u}$ has only one maximum at the origin meaning $\omega=0$, and is non-decreasing for $v>0$ meaning $\left(f^{e q u}\right)^{\prime}(v)<0$ for $v>0$, and non-increasing for $v>0$ meaning $\left(f^{e q u}\right)^{\prime}(v)>0$ for $v>0$, then obviously

$$
\int \frac{\left(f^{e q u}\right)^{\prime}(v)}{v} d v<0
$$

and so the Penrose stability criterion trivially holds true.
Example 6.2.2. If $f^{e q u}$ is a small perturbation of the function described in the previous example, so that it has a slight secondary bump, then the Penrose criterion will still be satisfied. If the bump becomes larger, there will be instability.

## Chapter 7

## Extension to an ES-BGK model for a multicomponent gas mixture

In the previous chapters we concerned ourselves with a kinetic description of gases using the BGK approximation. It has the advantage of being less complicated than the full Boltzmann equation and at the same time fulfils the main properties of the Boltzmann equation namely conservation of mass, momentum and energy and the H-theorem with its entropy inequality and Maxwell distributions in equilibrium. However, the drawback of the BGK approximation is its incapability of reproducing the correct Boltzmann hydrodynamic regime in the asymptotic continuum limit to the Navier-Stokes equations. Therefore, a modified version called ES-BGK approximation was suggested by Holway in the case of one species [54]. The H-theorem of this model then was proven in [2] and existence and uniqueness of solutions in [87].

Here we shall focus on gas mixtures modelled via an ES-BGK approach. We saw that in the literature there is a BGK model for gas mixtures suggested by Andries, Aoki and Perthame in [1] which contains only one collision term on the right-hand side. One extension of this model to an ES-BGK model for gas mixtures is given by Brull in [21]. His extension is based on an entropy minimization problem and leads to a correct Prandtl number in the Navier-Stokes equations. Another extension is given by Groppi, Monica and Spiga in [48]. They noticed that in the case of a gas mixture, besides the Prandtl number, the diffusion coefficient and the thermal diffusion parameter need to be fixed, too. With the proposed model in [48], they are merely able to fix the diffusion parameter and the Prandtl number but not the thermal diffusion parameter.

In this chapter we are interested in an extension of the BGK model to an ESBGK model for gas mixtures presented in chapter 2 which just like the Boltzmann equation for gas mixtures contains a sum of collision terms on the right-hand side. The advantage of the model presented in chapter 2 is that we have free parameters. With these free parameters, we are possibly able to determine all macroscopic physical constants like diffusion parameter, Prandtl number and the thermal diffusion parameter when taking the limit to the Navier-Stokes equations.

The outline of this chapter is as follows: in section 7.1 we want to motivate the ES-BGK model for one species. In section 7.2 we want to briefly repeat the main issues of the BGK model for gas mixtures in chapter 2 . In section 7.3 , we want to introduce the macroscopic equations and quantities which Groppi, Monica and Spiga [48] expect in the case of gas mixtures. In section 7.4 the Chapman-Enskog expansion for the BGK model for mixtures presented in chapter 2 is performed and the differences in the case of the ES-BGK extension for gas mixtures is illustrated in
order to see that we are able to capture the right hydrodynamic regime. In section 7.5 we introduce the Brunn-Minkowski inequality which will be needed to prove the H-theorem of ES-BGK models. In section 7.6, we suggest extensions to ES-BGK models for mixtures and prove the corresponding H -theorems.

### 7.1 Motivation of the model for one species

For one species the BGK equation is given by

$$
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(M(f)-f),
$$

with the distribution function $f(x, v, t)>0$ and the collision frequency $\nu(x, t)>0$ where $x \in \mathbb{R}^{3}, v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ the time. The Maxwell distribution $M$ is given by

$$
M=\frac{n}{\sqrt{2 \pi \frac{T}{m}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 T / m}\right),
$$

with mass $m$ and the moments

$$
\int f(v)\left(\begin{array}{c}
1 \\
v \\
m|v-u|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n \\
n u \\
3 n T
\end{array}\right) .
$$

We now replace the Maxwell distribution $M(f)$ by another relaxation operator and consider the new equation

$$
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(G(f)-f)
$$

where $G(f)$ is no longer a Maxwell distribution. Instead of the scalar temperature in the Maxwell distribution we take a linear combination of the temperature and the pressure tensor $\mathbb{P}=m \int(v-u) \otimes(v-u) d v$ in the following way

$$
\begin{equation*}
G(f)=\frac{n}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathcal{T}}{m}\right)}} e^{-\frac{1}{2}(v-u) \cdot\left(\frac{\tau}{m}\right)^{-1} \cdot(v-u)} \tag{7.1}
\end{equation*}
$$

where

$$
\mathcal{T}=(1-\tilde{\mu}) T \mathbb{1}+\tilde{\mu} \frac{\mathbb{P}}{n}, \quad \text { with } \quad-\frac{1}{2} \leq \tilde{\mu} \leq 1
$$

being a free parameter. We see that for $\tilde{\mu}=0$ we regain the BGK model because then $\mathcal{T}^{-1}=\frac{1}{T} \mathbb{1}$ and $\operatorname{det}\left(2 \pi \frac{T}{m} \mathbb{1}\right)=\left(2 \pi \frac{T}{m}\right)^{3}$ in three space dimensions.

For writing $\mathcal{T}^{-1}$ we have to ensure that $\mathcal{T}$ is invertible. However, the next lemma and theorem provide that the matrix $\mathcal{T}$ is invertible for all parameters $\tilde{\nu}$ in the range $\left[-\frac{1}{2}, 1\right]$.

Lemma 7.1.1. Assume that $f>0$. Then $\frac{\mathbb{P}}{n}$ has strictly positive eigenvalues.

We skip the proof since we will show it later in the two species case. The one species case is a special case of the two species case by taking one species which does not interact with the other one. Then the corresponding collision frequency is zero or the density of the second species is zero.

Theorem 7.1.2. Assume that $f>0$ and $-\frac{1}{2} \leq \tilde{\mu} \leq 1$. Then $\mathcal{T}$ has strictly positive eigenvalues. Especially $\mathcal{T}$ is invertible.

The proof is given in [2]. We skip the prove since we also show it in the two species case later.

### 7.1.1 Minimization of the entropy

Another motivation of the ES-BGK model comes from a minimization problem for the entropy. In section 1.4.1 we motivated the BGK model coming from a minimization problem of the entropy. We considered a model of the form

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(G(f)-f) \tag{7.2}
\end{equation*}
$$

for a function $G(f)$ which we determined as the minimizer to the problem

$$
\begin{equation*}
S(n, u, T)=\min _{g \in \chi} \int H(g) d v \tag{7.3}
\end{equation*}
$$

where $H(g)$ is given by $H(g)=g \ln g$ and $\chi$ is the following set

$$
\chi=\left\{g \geq 0,\left(1+|v|^{2}\right) g \in L^{1}(d v), \int g d v=n, \int v g d v=n u, \int v \otimes v g d v=n\left(u \otimes u+\frac{T}{m} \mathbf{1}\right)\right\} .
$$

The set $\chi$ was motivated in the following way. We expect that during the relaxation process the density $n$, the momentum $n u$ and the energy $\frac{1}{2} n\left(m|u|^{2}+T\right)$ should be conserved, so the solution to (7.3) should have the same density, momentum and energy as $f$. We observe that we also determined the off-diagonal terms of $\int v \otimes v g d v$. The physical meaning of the choice

$$
\int v \otimes v g d v=n u \otimes u+n \frac{T}{m} \mathbf{1}
$$

was the following. If we compute the integral $m \int v \otimes v f d v$ we get $m n u \otimes u+\mathbb{P}$. Therefore the restriction on $g \in \chi$ means that we expect that in equilibrium the tensor $\mathbb{P}$ becomes diagonal, which means that we have no friction in the equilibrium. Now we also allow for off-diagonal terms and choose a different set $\chi_{\text {new }}$ of the following form

$$
\chi_{\text {new }}=\left\{g \geq 0,\left(1+|v|^{2}\right) g \in L^{1}(d v), \int g d v=n, \int v g d v=n u, \int v \otimes v g d v=n u \otimes u+\frac{n}{m} \mathcal{T}\right\}
$$

with $\mathcal{T}$ given by

$$
\mathcal{T}=(1-\tilde{\mu}) T \mathbf{1}+\tilde{\mu} \frac{\mathbb{P}}{n}, \quad-\frac{1}{2} \leq \tilde{\mu} \leq 1
$$

Theorem 7.1.3. The unique minimizer to

$$
\min _{g \in \chi_{\text {new }}} \int H(g) d v
$$

is the function $G$ given by (7.1).
Proof. The proof is analogous to the proof of theorem 1.4.1 for the set $\chi$.

### 7.1.2 Chapman-Enskog expansion

The essential motivation to extend the BGK model to an ES-BGK model is the following. The BGK model has the disadvantage that if one performs the ChapmanEnskog expansion, the obtained transport coefficients, which are the viscosity and the heat conductivity, obtained in the Navier-Stokes level are not satisfactory, as their ratio, the Prandtl number is equal to 1 . The meaning of the Prandtl number is the following. The viscosity of a fluid describes its resistance to shearing flows. Imagine parallel plates with a fluid in between. When we move the top plate the fluid region next to the top plate will move with the same speed due to friction. The fluid next to the bottom plate has speed zero since the plate on the bottom does not move. The speed of the fluid decreases from the bottom to the top (Couette flow [38]). In physical experiments, one can measure that the force which is needed to move the top plate is proportional to the area of the plate and to the reciprocal of the distance of the two plates. The proportionality constant is given by the viscosity. In most of the fluids the viscosity has a temperature dependence via $e^{C / T}$ with a constant $C>0$. The heat conductivity describes the ability of conducting heat. So the reciprocal of the heat conductivity has the meaning of a heat resistance. It increases with the temperature. Since the Prandtl number $\operatorname{Pr}$ is the ratio of the viscosity and the heat conductivity, it compares the momentum transfer with the heat transfer in the gas or equivalently the resistance to shearing with the resistance of heat transfer. For most gases $\operatorname{Pr}$ is approximately constant. For most gases one of the two effects dominates, so for most gases, we observe $\operatorname{Pr} \neq 1$. The physical background described here is given in a lot of introductory physics or chemistry books for example in [52].

## Chapman-Enskog expansion of the BGK equation

We write the BKG equation in dimensionless form

$$
\begin{equation*}
\partial_{t} f_{\tilde{\varepsilon}}+v \cdot \nabla_{x} f_{\tilde{\varepsilon}}=\frac{1}{\tilde{\tilde{\varepsilon}}}\left(M\left(f_{\tilde{\varepsilon}}\right)-f_{\tilde{\varepsilon}}\right) . \tag{7.4}
\end{equation*}
$$

Now we expand $f_{\tilde{\varepsilon}}$ into a series in the parameter $\tilde{\varepsilon}$

$$
\begin{equation*}
f_{\tilde{\varepsilon}}=f_{0}+\tilde{\varepsilon} f_{1}+\tilde{\varepsilon}^{2} f_{2}+\cdots \tag{7.5}
\end{equation*}
$$

Now consider (7.4) in the limit $\tilde{\varepsilon} \rightarrow 0$. In this limit $\frac{1}{\tilde{\varepsilon}}\left(M\left(f_{\tilde{\varepsilon}}\right)-f_{\tilde{\varepsilon}}\right)$ must remain finite, because the left-hand side of (7.4) remains finite, too. Therefore $Q\left(f_{\tilde{\varepsilon}}\right)$ has to converge to zero as $\tilde{\varepsilon} \rightarrow 0$. This means that in the limit the remaining distribution
function $f_{0}$, has to coincide with its Maxwell distribution, so $f_{0}=M\left(f_{0}\right)$. Due to conservation of the number of particles, conservation of momentum and conservation of energy, in this limit $\tilde{\varepsilon} \rightarrow 0$, the distribution function needs to have the macroscopic quantities $n, u$ and $T$ as $f_{\tilde{\varepsilon}}$. This means that $f_{0}$ is a Maxwell distribution with the same density, mean velocity and temperature as $f_{\tilde{\varepsilon}}$, so $f_{0}=M\left(f_{\tilde{\varepsilon}}\right)$. Therefore the density, mean velocity and temperature of the other components are zero

$$
0=m \int f_{k} d v=m \int v f_{k} d v=\frac{m}{2} \int|v|^{2} f_{k} d v \quad \text { for } \quad k \geq 1
$$

Consider the macroscopic equations by taking moments from theorem 2.1.9 for one species

$$
\begin{align*}
\partial_{t} n+\nabla_{x} \cdot(n u) & =0 \\
m \partial_{t}(n u)+m \nabla_{x} \cdot(n u \otimes u)+\nabla_{x} \cdot \mathbb{P} & =0  \tag{7.6}\\
\partial_{t}\left(\frac{3}{2} n T+\frac{1}{2} m n|u|^{2}\right)+\nabla_{x} \cdot Q & =0
\end{align*}
$$

where $\mathbb{P}=m \int f(v-u) \otimes(v-u) d v$ denotes the pressure tensor and $Q=\frac{m}{2} \int f|v|^{2} v d v$ the heat flux. Since $f_{0}$ already has the same number density, mean velocity and temperature as $f_{\tilde{\varepsilon}}$, higher order terms in the expansion of $f_{\tilde{\varepsilon}}$ only influence $\mathbb{P}$ and $Q$. From (7.4) we get

$$
\begin{equation*}
f_{\tilde{\varepsilon}}=M\left(f_{\tilde{\varepsilon}}\right)-\tilde{\varepsilon}\left(\partial_{t} f_{\tilde{\varepsilon}}+v \cdot \nabla_{x} f_{\tilde{\varepsilon}}\right) . \tag{7.7}
\end{equation*}
$$

We insert our expansion (7.5) for $f_{\tilde{\varepsilon}}$ with $f_{0}=M\left(f_{\tilde{\varepsilon}}\right)$ into the right-hand side and obtain

$$
f_{\tilde{\varepsilon}}=M\left(f_{\tilde{\varepsilon}}\right)-\tilde{\varepsilon}\left(\partial_{t} M\left(f_{\tilde{\varepsilon}}\right)+v \cdot \nabla_{x} M\left(f_{\tilde{\varepsilon}}\right)\right)+O\left(\tilde{\varepsilon}^{2}\right)
$$

Then

$$
\begin{aligned}
\mathbb{P} & =m \int f_{\tilde{\varepsilon}}(v-u) \otimes(v-u) d v \\
& =n T \mathbb{1}-\tilde{\varepsilon} m\left(\int \partial_{t} M\left(f_{\tilde{\varepsilon}}\right)(v-u) \otimes(v-u) d v+\int v \cdot \nabla_{x} M\left(f_{\tilde{\varepsilon}}\right)(v-u) \otimes(v-u) d v\right) \\
& =n T \mathbb{1}-\tilde{\varepsilon} T\left(\nabla_{x} u+\left(\nabla_{x} u\right)^{T}-\frac{2}{3}\left(\nabla_{x} \cdot u\right) \mathbb{1}\right)+O\left(\tilde{\varepsilon}^{2}\right) .
\end{aligned}
$$

The last equality follows by replacing the time derivative by the zeroth order of the equations (7.6) and then computing the Gaussian integrals. In a similar way, we can compute

$$
Q=-\tilde{\varepsilon} T \nabla_{x}\left(\frac{5}{2} \frac{T}{m}\right)+O\left(\tilde{\varepsilon}^{2}\right)
$$

The term of order 1 in $\tilde{\varepsilon}$ in front of the brackets in the pressure tensor is expected from physics to be the viscosity $\mu(T):=\tilde{\varepsilon} T$, and the corresponding term in the heat flux $\kappa(T):=\tilde{\varepsilon} T$ is expected to be the heat conductivity. In this case the ratio $\frac{\mu}{\kappa}$, the Prandtl number, is one which is a contradiction to experiments.

## Chapman-Enskog expansion of the ES-BGK equation

Consider $\tilde{\mu}<1$. We start with the non-dimensional ES-BGK equation

$$
\begin{equation*}
\partial_{t} f_{\tilde{\varepsilon}}+v \cdot \nabla_{x} f_{\tilde{\varepsilon}}=\frac{1}{\tilde{\varepsilon}}\left(G\left(f_{\tilde{\varepsilon}}\right)-f_{\tilde{\varepsilon}}\right) . \tag{7.8}
\end{equation*}
$$

We expand $f_{\tilde{\varepsilon}}$ into a series in $\tilde{\varepsilon}$ :

$$
\begin{equation*}
f_{\tilde{\varepsilon}}=f_{0}+\tilde{\varepsilon} f_{1}+\tilde{\varepsilon}^{2} f_{2}+\cdots . \tag{7.9}
\end{equation*}
$$

Then the equilibrium distribution is still a Maxwell distribution. This is argued in the following. Suppose we are in equilibrium, then

$$
\begin{equation*}
f_{\tilde{\varepsilon}}=G\left(f_{\tilde{\varepsilon}}\right) . \tag{7.10}
\end{equation*}
$$

If we take the moment of the pressure tensor of equation (7.10), we obtain

$$
\frac{\mathbb{P}}{n}=\mathcal{T}=(1-\tilde{\mu}) T \mathbf{1}+\tilde{\mu} \frac{\mathbb{P}}{n}
$$

which is equivalent to

$$
\frac{\mathbb{P}}{n}=T \mathbf{1}
$$

for $\tilde{\mu}<1$. This means that in equilibrium the tensor is diagonal and the function $G\left(f_{\tilde{\varepsilon}}\right)$ reduces to a Maxwell distribution. Since the equilibrium function of $f_{\tilde{\varepsilon}}$ is $M\left(f_{\tilde{\varepsilon}}\right)$, we get in the limit $\tilde{\varepsilon} \rightarrow 0$ that $f_{0}=M\left(f_{0}\right)$. Since in this case $f_{0}$ has to have the density $n$, the mean velocity $u$ and the temperature $T$, we have $f_{0}=M\left(f_{\tilde{\varepsilon}}\right)$. So $f_{0}$ has the same density, mean velocity and temperature as $f_{\tilde{\varepsilon}}$ and higher orders of $f_{\tilde{\varepsilon}}$ have zero density, mean velocity and temperatures. Combining this with (7.8) and (7.9), we get

$$
f_{\tilde{\varepsilon}}=G\left(f_{\tilde{\varepsilon}}\right)-\tilde{\varepsilon}\left(\partial_{t} M\left(f_{\tilde{\varepsilon}}\right)+v \cdot \nabla_{x} M\left(f_{\tilde{\varepsilon}}\right)\right)+O\left(\tilde{\varepsilon}^{2}\right)
$$

So now, if we compute the pressure tensor of this expression, we obtain
$\mathbb{P}=n(1-\tilde{\mu}) T \mathbb{1}+\tilde{\mu} \mathbb{P}+\tilde{\varepsilon} n T \nabla_{x} \cdot\left(m \int\left(\partial_{t} M\left(f_{\tilde{\varepsilon}}\right)+v \cdot \nabla_{x} M\left(f_{\tilde{\varepsilon}}\right)\right)(v-u) \otimes(v-u) d v\right)+O\left(\tilde{\varepsilon}^{2}\right)$, which is equivalent to
$\frac{\mathbb{P}}{n}=T \mathbb{1}+\tilde{\varepsilon} \frac{1}{1-\tilde{\mu}} T \nabla_{x} \cdot\left(m \int\left(\partial_{t} M\left(f_{\tilde{\varepsilon}}\right)+v \cdot \nabla_{x} M\left(f_{\tilde{\varepsilon}}\right)\right)(v-u) \otimes(v-u) d v\right)+O\left(\tilde{\varepsilon}^{2}\right)$ and similarly

$$
Q=-\tilde{\varepsilon} T \nabla_{x}\left(\frac{5}{2} \frac{T}{m}\right)+O\left(\tilde{\varepsilon}^{2}\right)
$$

So in this case the viscosity, which is the coefficient in the term of order 1 in $\tilde{\varepsilon}$ in front of $\nabla_{x}$, is $\tilde{\varepsilon} \frac{T}{1-\tilde{\mu}}$, whereas the heat conductivity, which is the parameter in front of $\nabla_{x}$ in $Q$, is still $\tilde{\varepsilon} T$, so the Prandtl number, which is the ratio, is $\frac{1}{1-\tilde{\mu}}$. Now, we can choose $\tilde{\mu}$ such that it fits to experiments. Note that it seems that the viscosity coefficient has not the right dependence on the temperature. One ansatz to correct this, is to treat the collision frequency as a free parameter which can be chosen such that the viscosity has the correct physical value, see [48].

### 7.1.3 The theory of persistence of the velocity

Later, in section 7.6 we want to propose possible extensions to an ES-BGK model for gas mixtures. One of these extensions is based on the following physical theory. It is called theory of the persistence of velocities. It is described in [55, 56, 53, 26]. The theory of persistence of velocities after a collision is a physical phenomenon developed by Jeans in [55]. It states the following. After a collision with another particle the velocity of a given molecule will, on the average, still retain a component in the direction of its original motion. This is explained in the following. Jeans computes a mean speed $\bar{c}_{1}^{\prime}\left(c_{1}, c_{2}\right)$ after collision of a particle with mass $m_{1}$ which has the speed $c_{1}$ before collision with another particle 2 via

$$
\begin{equation*}
\bar{c}_{1}^{\prime}\left(c_{1}, c_{2}\right)=\frac{\int_{S^{2}} c_{1}^{\prime} \tilde{\nu}_{12}\left(c_{2}, \omega\right) d \omega}{\int_{S^{2}} \tilde{\nu}_{12}\left(c_{2}, \omega\right) d \omega} \tag{7.11}
\end{equation*}
$$

The index 2 denotes the other particle with mass $m_{2}$ and a fixed but arbitrary value of the second absolute value of the velocity $c_{2}$. The average is taken over all possible deflection angles $\omega \in S^{2}$ and $\tilde{\nu}_{12}\left(c_{2}, \omega\right)$ denotes the probability of a collision.

## The case of equal masses

In the case of hard balls and equal masses one can compute the integral in (7.11). For details of this computation see [55, 56, 26]. We obtain

$$
\bar{c}_{1}^{\prime}\left(c_{1}, c_{2}\right)= \begin{cases}\frac{15 c_{1}^{4}+c_{2}^{4}}{10 c_{1}\left(c_{1}^{2}+c_{2}^{2}\right)} & c_{1}>c_{2} \\ \frac{c_{1}\left(5 c_{2}^{2}+3 c_{1}^{2}\right)}{5\left(3 c_{2}^{2}+c_{1}^{2}\right)} & c_{1}<c_{2}\end{cases}
$$

Then the expression $\frac{\bar{c}_{1}^{\prime}\left(c_{1}, c_{2}\right)}{c_{1}}$ is called the measure of persistence of the velocity of the first particle. We observe that $\frac{\bar{c}_{1}^{\prime}\left(c_{1}, c_{2}\right)}{c_{1}}$ depends only on the ratio $\kappa:=\frac{c_{1}}{c_{2}}$, namely

$$
\frac{\bar{c}_{1}^{\prime}}{c_{1}}(\kappa)= \begin{cases}\frac{15 \kappa^{4}+1}{10 \kappa^{2}\left(\beta^{2}+1\right)} & \kappa>1 \\ \frac{3 \kappa^{2}+5}{5\left(\kappa^{2}+3\right)} & \kappa<1\end{cases}
$$

We observe the following estimate:
Lemma 7.1.4. $\frac{\bar{c}_{1}^{\prime}}{c_{1}}$ satisfies the following estimate

$$
\frac{1}{4} \leq \frac{\bar{c}_{1}^{\prime}}{c_{1}}(\kappa) \leq 1
$$

for all $\kappa \in \mathbb{R}^{+}$.
Proof. First, let $\kappa>1$. Then $\frac{\bar{c}_{1}^{\prime}}{c_{1}}(\kappa)$ is bounded from above by a number smaller or equal to 1 since

$$
\frac{15 \kappa^{4}+1}{10 \kappa^{2}\left(3 \kappa^{2}+1\right)} \leq \frac{15 \kappa^{4}+1}{30 \kappa^{4}}=\frac{1}{2}+\frac{1}{30} \frac{1}{\kappa^{4}} \leq \frac{1}{2}+\frac{1}{30}
$$

and from below by $\frac{1}{3}$ since

$$
\frac{15 \kappa^{4}+1}{10 \kappa^{2}\left(3 \kappa^{2}+1\right)} \geq \frac{15 \kappa^{4}+1}{10 \kappa^{2}\left(3 \kappa^{2}+\kappa^{2}\right)}=\frac{15 \kappa^{4}}{40 \kappa^{4}}=\frac{3}{8} \geq \frac{1}{3} .
$$

Next, let $\kappa<1$, then we have

$$
\frac{3 \kappa^{2}+5}{5\left(\kappa^{2}+3\right)} \leq \frac{3 \kappa^{2}+5}{15} \leq 1
$$

and

$$
\frac{3 \kappa^{2}+5}{5\left(\kappa^{2}+3\right)} \geq \frac{5}{20}=\frac{1}{4} .
$$

We observe that for any $\kappa$ we expect a positive persistence of the velocity before collision which is larger than $\frac{1}{4}$.

Remark 7.1.1. In the case of different masses we obtain from the integral in (7.11) the expression

$$
\frac{\bar{c}_{1}^{\prime}}{c_{1}}=\frac{m_{1}-m_{2}}{m_{1}+m_{2}}+\frac{2 m_{2}}{m_{1}+m_{2}}\left(\frac{\bar{c}_{1}^{\prime}}{c_{1}}\right)_{e},
$$

where $\left(\frac{\bar{c}_{1}^{\prime}}{c_{1}}\right)_{e}$ denotes the persistence when the masses are equal. So we obtain the following inequality

$$
\frac{\bar{c}_{1}^{\prime}}{c_{1}} \geq \frac{m_{1}-\frac{1}{2} m_{2}}{m_{1}+m_{2}}
$$

if we use lemma 7.1.4 for the persistence when the masses are equal. So in the case of different masses we observe that it is dependent on the masses, whether we have a persistence or not.

## Consequences for the choice of the ES-BGK operator

The choice of the tensor $\mathcal{T}=(1-\tilde{\mu}) T \mathbf{1}+\tilde{\mu} \mathbb{P}$ can be motivated with the theory of persistence of the velocities as follows. This was done by Holway in [54] who is the physicist who invented the ES-BGK model. The theory of persistence of the velocity argues that in the post-collisional speed there is a memory of the pre-collisional speed of the particle. In the single species BGK equation this yields the choice of

$$
\mathcal{T}=(1-\tilde{\mu}) T \mathbf{1}+\tilde{\mu} \mathbb{P}, \quad-\frac{1}{2} \leq \tilde{\mu} \leq 1
$$

the tensor chosen in the well-known ES-BGK model, where $\tilde{\mu} \mathbb{P}$ preserves the memory of the off-equilibrium content of the pre-collisional velocity. This can be rewritten as

$$
\mathcal{T}=T \mathbf{1}+\tilde{\mu} \operatorname{traceless}[\mathbb{P}]
$$

where traceless $[\mathbb{P}]$ denotes the traceless part of $\mathbb{P}$. So the off-equilibrium part is contained in $\tilde{\mu}$ traceless $[\mathbb{P}]$.

### 7.2 The BGK approximation for gas mixtures

In this section we want to briefly repeat the BGK model for a mixture of two species such that it is possible to read this chapter independently. For simplicity we consider in the following a mixture composed of two different species, but the discussion can be generalized to multi-species mixtures. Thus, our kinetic model has two distribution functions $f_{1}(x, v, t)>0$ and $f_{2}(x, v, t)>0$ where $x \in \Lambda \subset \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ the time.

Furthermore, for any $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},(1+$ $\left.|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}, k=1,2$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{7.12}\\
v \\
m_{k}\left|v-u_{k}\right|^{2} \\
m_{k}\left(v-u_{k}\right) \otimes\left(v-u_{k}\right)
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
3 n_{k} T_{k} \\
\mathbb{P}_{k}
\end{array}\right), \quad k=1,2
$$

where $n_{k}$ is the number density, $u_{k}$ the mean velocity, $T_{k}$ the temperature and $\mathbb{P}_{k}$ the pressure tensor of species $k, k=1,2$. Note that in this section we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is the Boltzmann constant.

Then we consider the following BGK model for gas mixtures presented in chapter 2:

$$
\begin{align*}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\nu_{11} n_{1}\left(M_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right)  \tag{7.13}\\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\nu_{22} n_{2}\left(M_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right)
\end{align*}
$$

with the Maxwell distributions

$$
\begin{align*}
& M_{k}(x, v, t)=\frac{n_{k}}{\sqrt{2 \pi \frac{T}{k}_{m_{k}}}}{ }^{3} \\
& \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=1,2,  \tag{7.14}\\
& M_{k j}(x, v, t)=\frac{n_{k j}}{\sqrt{2 \pi{\frac{T_{k j}}{m_{k}}}^{3}}} \exp \left(-\frac{\left|v-u_{k j}\right|^{2}}{2 \frac{T_{k j}}{m_{k}}}\right), \quad k, j=1,2, k \neq j,
\end{align*}
$$

where $\nu_{11} n_{1}$ and $\nu_{22} n_{2}$ are the collision frequencies of the particles of each species with itself, while $\nu_{12}$ and $\nu_{21}$ are related to interspecies collisions. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{array}{lr}
\nu_{12}=\varepsilon \nu_{21}, & 0<\varepsilon \leq 1 \\
\nu_{11}=\beta_{1} \nu_{12}, & \nu_{22}=\beta_{2} \nu_{21},  \tag{7.16}\\
\beta_{1}, \beta_{2}>0
\end{array}
$$

If we assume that

$$
\begin{equation*}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \tag{7.17}
\end{equation*}
$$
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$$
\begin{equation*}
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R} \tag{7.18}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{12}=\alpha T_{1}+(1-\alpha) T_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0 \tag{7.19}
\end{equation*}
$$

we have conservation of the number of particles, of total momentum and total energy provided that

$$
\begin{equation*}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right) \tag{7.20}
\end{equation*}
$$

and

$$
\begin{array}{r}
T_{21}=\left[\frac{1}{3} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}  \tag{7.21}\\
+\varepsilon(1-\alpha) T_{1}+(1-\varepsilon(1-\alpha)) T_{2},
\end{array}
$$

see theorem 2.1.1, theorem 2.1.2 and theorem 2.1.3.
We see that without using an ES-BGK extension, we already have three free parameters in (7.18) and (7.19) in order to possibly match coefficients like the Fick constant or the heat conductivity in the Navier-Stokes equations. In order to ensure the positivity of all temperatures, we need to impose restrictions on $\delta$ and $\gamma$,

$$
\begin{equation*}
0 \leq \gamma \leq \frac{m_{1}}{3}(1-\delta)\left[\left(1+\frac{m_{1}}{m_{2}} \varepsilon\right) \delta+1-\frac{m_{1}}{m_{2}} \varepsilon\right] \tag{7.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\frac{m_{1}}{m_{2}} \varepsilon-1}{1+\frac{m_{1}}{m_{2}} \varepsilon} \leq \delta \leq 1 \tag{7.23}
\end{equation*}
$$

see theorem 2.1.4 in chapter 2 . This summarizes our kinetic model (7.13) of two species that contains three free parameters. More details can be found in chapter 2.

### 7.3 Coefficients on the Navier-Stokes level

In section 7.1.2 our aim was to fix the right values of the viscosity coefficient and the heat conductivity in the case of one species. In this section we want to present what parameters we want to fix in the two species case. This is described by Groppi, Monica and Spiga in [48]. They expect the following expansion of the velocities according to Fick's law

$$
u_{s}^{\varepsilon}=\bar{u}-\sum_{r=1}^{2} D_{s r} \nabla_{x} n_{r}, \quad s=1,2,
$$

with the four diffusion coefficients coupled with the three independent constraints

$$
D_{12}=D_{21}, \quad \sum_{s=1}^{2} D_{s r} m_{s} n_{s}=0, \quad r=1,2
$$

so the full Fick matrix is determined by only one of its entries. The physical meaning of Fick's law is the following. It relates the flux of the fluid to the density. It postulates that the flux goes from regions of high densities to regions of low densities. In the case of the pressure tensor, [48] expects the following expansion

$$
\mathbb{P}:=\mathbb{P}_{1}+\mathbb{P}_{2}=\left(n_{1}+n_{2}\right) \bar{T} \mathbf{1}-\mu\left(\nabla_{x} \bar{u}+\nabla_{x} \bar{u}^{T}-\frac{2}{3} \nabla_{x} \cdot \bar{u} \mathbf{1}\right),
$$

where $\mu$ denotes the viscosity coefficient of the gas mixture. In the case of the derivation of the heat flux, they expect the following

$$
\tilde{Q}:=\tilde{Q}_{1}+\tilde{Q}_{2}=-\lambda\left(m_{1}+m_{2}\right) \sum_{s=1}^{2} \frac{n_{s}}{m_{s}} \nabla_{x} \bar{T}+C \sum_{s=1}^{2} n_{s}\left(u_{s}-\bar{u}\right),
$$

where $\tilde{Q}_{k}$ is $\tilde{Q}_{k}=m_{k} \int\left(v-u_{k}\right)\left|v-u_{k}\right|^{2} f_{k} d v, k=1,2$ and $\lambda$ denotes the heat conductivity and $C$ the thermal diffusion parameter. The thermal diffusion parameter indicates the rate of transfer of the heat of a fluid from hot regions to cold regions.

### 7.4 Chapman-Enskog expansion for the mixture

In this section we will partly perform the Chapman-Enskog expansion for the BGK equation for mixtures (7.13) in order to see where the free parameters $\alpha, \delta$ and $\gamma$ will show up at the Navier-Stokes level. This expansion is also presented by Klingenberg and Pirner in [59].

### 7.4.1 Dimensionless form of the two species BGK model

In section 6.1.3 we derived the dimensionless form of (7.13) in the one dimensional case in position and velocity. One can also carry out the non-dimensionalization in the three dimensional case in the same way. One obtains

$$
\begin{align*}
& \partial_{t} f_{1}+v \cdot \nabla_{x} f_{1}=\frac{1}{\varepsilon_{1}}\left(M_{1}-f_{1}\right)+\frac{1}{\tilde{\varepsilon}_{1}}\left(M_{12}-f_{1}\right), \\
& \partial_{t} f_{2}+v \cdot \nabla_{x} f_{2}=\frac{1}{\varepsilon_{2}}\left(M_{2}-f_{2}\right)+\frac{1}{\tilde{\varepsilon}_{2}}\left(M_{21}-f_{2}\right), \tag{7.24}
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{1}{\tilde{\varepsilon}_{1}}=\frac{1}{\varepsilon_{1}} \frac{1}{\beta_{1}} \frac{n_{2}}{n_{1}} \\
& \frac{1}{\tilde{\varepsilon}_{2}}=\frac{1}{\varepsilon_{1}} \frac{1}{\beta_{1}} \frac{1}{\varepsilon}
\end{aligned}
$$
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$$
\frac{1}{\varepsilon_{2}}=\frac{1}{\varepsilon_{1}} \frac{\beta_{2}}{\beta_{1} \varepsilon} \frac{n_{2}}{n_{1}}
$$

if we assume $\nu_{11}=\beta_{1} \nu_{12}$ and $\nu_{22}=\beta_{2} \nu_{21}$ and $\nu_{12}=\varepsilon \nu_{21}$. The parameter $\varepsilon_{1}$ coming from the non-dimensionalization is given by $\varepsilon_{1}=\frac{1}{\beta_{1} \bar{\nu}_{12} t N / \bar{x}}$. Here, $\bar{t}$ is a typical order of magnitude of the time, $\bar{x}$ a typical order of magnitude of the length, $\bar{\nu}_{12}$ the typical order of magnitude of the collision frequency and $N$ the typical number of particles in the volume $\bar{x}^{3}$. In the following, we assume that $\varepsilon_{1}$ is small and consider the limit $\varepsilon_{1} \rightarrow 0$. The non-dimensionalized Maxwell distributions are given by

$$
\begin{align*}
M_{1}(x, v, t) & =\frac{n_{1}}{{\sqrt{2 \pi T_{1}}}^{3}} \exp \left(-\frac{\left|v-u_{1}\right|^{2}}{2 T_{1}}\right) \\
M_{2}(x, v, t) & =\frac{n_{2}}{{\sqrt{2 \pi T_{2}}}^{3}}\left(\frac{m_{2}}{m_{1}}\right)^{\frac{1}{2}} \exp \left(-\frac{\left|v-u_{2}\right|^{2}}{2 T_{2}} \frac{m_{2}}{m_{1}}\right), \\
M_{12}(x, v, t) & =\frac{n_{1}}{{\sqrt{2 \pi T_{12}}}^{3}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 T_{12}}\right)  \tag{7.25}\\
M_{21}(x, v, t) & =\frac{n_{2}}{{\sqrt{2 \pi T_{21}}}^{3}}\left(\frac{m_{2}}{m_{1}}\right)^{\frac{1}{2}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 T_{21}} \frac{m_{2}}{m_{1}}\right),
\end{align*}
$$

with the non-dimensionalized macroscopic quantities

$$
\begin{align*}
u_{12} & =\delta u_{1}+(1-\delta) u_{2},  \tag{7.26}\\
T_{12} & =\alpha T_{1}+(1-\alpha) T_{2}+\frac{\gamma}{m_{1}}\left|u_{1}-u_{2}\right|^{2},  \tag{7.27}\\
u_{21} & =\left(1-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right) u_{2}+\frac{m_{1}}{m_{2}} \varepsilon(1-\delta) u_{1},  \tag{7.28}\\
T_{21} & =\left[(1-\varepsilon(1-\alpha)) T_{2}+\varepsilon(1-\alpha) T_{1}\right] \\
& +\left(\frac{1}{3} \varepsilon(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \frac{\gamma}{m_{1}}\right)\left|u_{1}-u_{2}\right|^{2} . \tag{7.29}
\end{align*}
$$

The macroscopic quantities $n_{k}, u_{k}$ and $T_{k}$ in non-dimensionalized form are given by

$$
\begin{align*}
& n_{k}=\int f_{k} d v \\
& n_{k} u_{k}=\int v f_{k} d v, \quad k=1,2 \\
& T_{1}=\frac{1}{3} \frac{1}{n_{1}} \int\left|v-u_{1}\right|^{2} f_{1} d v  \tag{7.30}\\
& T_{2}=\frac{1}{3} \frac{m_{2}}{m_{1}} \frac{1}{n_{2}} \int\left|v-u_{2}\right|^{2} f_{2} d v
\end{align*}
$$

### 7.4.2 Expansion of the distribution functions

Now, we want to do the Chapman-Enskog expansion presented in section 7.1.2 for one species in the two species case. We now expand both $f_{1}$ and $f_{2}$ in terms of $\varepsilon_{1}$

$$
\begin{aligned}
& f_{1}=f_{1}^{0}+\varepsilon_{1} f_{1}^{1}+\varepsilon_{1}^{2} f_{1}^{2}+\cdots \\
& f_{2}=f_{2}^{0}+\varepsilon_{1} f_{2}^{1}+\varepsilon_{1}^{2} f_{2}^{2}+\cdots
\end{aligned}
$$

From (7.24) we get in the limit $\varepsilon_{1} \rightarrow 0$

$$
\begin{aligned}
& f_{1}=\frac{1}{1+\frac{1}{\beta_{1}}}\left(M_{1}+\frac{1}{\beta_{1}} M_{12}\right) \\
& f_{2}=\frac{1}{1+\frac{1}{\beta_{2}}}\left(M_{2}+\frac{1}{\beta_{2}} M_{21}\right),
\end{aligned}
$$

from which we can deduce that both distribution functions are Maxwell distributions with equal mean velocity and temperature (see theorem 2.1.8).

From (7.24) we get

$$
\begin{align*}
& f_{1}=\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\tilde{\varepsilon}_{1}} M_{12}\right)-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}\left(\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1}\right) \\
& f_{2}=\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\frac{1}{\varepsilon_{2}} M_{2}+\frac{1}{\tilde{\varepsilon}_{2}} M_{21}\right)-\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2}\right) \tag{7.31}
\end{align*}
$$

The zeroth order terms of the expansion have the same number density as the distribution functions itself so the number densities are independent of $\varepsilon_{1}$. But the velocities and temperatures do not coincide, since we expect a common value in equilibrium, so they depend on $\varepsilon_{1}$. This means the first term in the expansion $\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\varepsilon_{1}} M_{12}\right)$ is not the zeroth order in $\varepsilon_{1}$ but also contains higher orders. In the one species case we directly obtained that the zeroth order is given by $M(f)$. This helped a lot in the expansion since is was possible to insert $M(f)$ as zeroth order in (7.7). Since we are not able to explicitly specify the zeroth order here, we are not able to do this. But we can find a linear combination of $f_{1}$ and $f_{2}$ such that the mean velocity and the temperature coincide with the zeroth order of $\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\varepsilon_{1}} M_{12}\right)$ which is similar to equation (7.5) in the one species case. This is done in the next section.

### 7.4.3 Combination of distribution functions whose macroscopic quantities correspond to the macroscopic quantities of the zeroth order

We now want to find a linear combination of the distribution functions whose mean velocity and temperature are independent of $\varepsilon_{1}$.

The zeroth order of $f_{1}$ is contained in

$$
\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\tilde{\varepsilon}_{1}} M_{12}\right),
$$

and the zeroth order of $f_{2}$ is contained in

$$
\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\frac{1}{\varepsilon_{2}} M_{2}+\frac{1}{\tilde{\varepsilon}_{2}} M_{21}\right)
$$

So a combination of the distribution functions whose mean velocity and temperature are of zeroth order is obtained if the mean velocity and the temperature of $A f_{1}+$ $B f_{2}$ are equal to the mean velocity and temperature of $\frac{A}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\varepsilon_{1}} M_{12}\right)+$ $\frac{B}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}}\left(\frac{1}{\varepsilon_{2}} M_{2}+\frac{1}{\varepsilon_{2}} M_{21}\right)$. By taking moments we get conditions on $A$ and $B$. From the velocities we get

$$
\begin{aligned}
A n_{1} u_{1} & +B n_{2} u_{2}=\frac{A}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}\left(\frac{1}{\varepsilon_{1}} n_{1} u_{1}+\frac{1}{\tilde{\varepsilon}_{1}} n_{1} u_{12}\right)+\frac{B}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\frac{1}{\varepsilon_{2}} n_{2} u_{2}+\frac{1}{\tilde{\varepsilon}_{2}} n_{2} u_{21}\right) \\
& =\frac{A}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}\left(\frac{1}{\varepsilon_{1}} n_{1} u_{1}+\frac{1}{\tilde{\varepsilon}_{1}} n_{1} \delta u_{1}+\frac{1}{\tilde{\varepsilon}_{1}} n_{1}(1-\delta) u_{2}\right) \\
& +\frac{B}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}}\left(\frac{1}{\varepsilon_{2}} n_{2} u_{2}+\frac{1}{\tilde{\varepsilon}_{2}} n_{2} u_{2}-\frac{1}{\tilde{\varepsilon}_{2}} n_{2} \frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right)\right) \\
& =\left[\frac{A}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}} \delta\right) n_{1}+\frac{B}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}} \frac{1}{\tilde{\varepsilon}_{2}} n_{2} \frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right] u_{1} \\
& +\left[\frac{A}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}\left(\frac{1}{\tilde{\varepsilon}_{1}}(1-\delta) n_{1}+\frac{B}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\left(\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}\right) n_{2}-\frac{1}{\tilde{\varepsilon}_{2}} n_{2}\right) \frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right)\right] u_{2} .
\end{aligned}
$$

A comparison of the coefficients in front of $u_{1}$ and $u_{2}$ leads to

$$
A=B \frac{\tilde{\varepsilon}_{1}}{\tilde{\varepsilon}_{2}} \frac{m_{1}}{m_{2}} \varepsilon \frac{n_{2}}{n_{1}} \frac{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}
$$

If we do the same with the temperatures, we will obtain the same result. We can simplify this expression by using the relationships between $\varepsilon_{1}, \varepsilon_{2}, \tilde{\varepsilon}_{1}$ and $\tilde{\varepsilon}_{2}$. First we get

$$
\frac{\tilde{\varepsilon}_{1}}{\tilde{\varepsilon}_{2}}=\frac{1}{\varepsilon^{2}} \frac{n_{1}}{n_{2}}
$$

and secondly

$$
\frac{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}=\frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} \varepsilon^{2} .
$$

Multiplying the two expressions we get

$$
\frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} \frac{n_{1}}{n_{2}} .
$$

So all in all we get the following simplification

$$
A=B \frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} .
$$

We choose $B=1$ and $A=\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1}$ and obtain

$$
\begin{equation*}
\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} f_{1}+f_{2} . \tag{7.32}
\end{equation*}
$$

So

$$
\begin{equation*}
\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} f_{1}+f_{2}=\bar{f}^{0}+\varepsilon_{1} \bar{f}^{1}+\cdots \tag{7.33}
\end{equation*}
$$

where $\bar{f}^{0}$ has the same density, velocity and temperature according to (7.30) as the left hand-side of (7.33) and the moments of $\bar{f}^{k}, k \geq 1$ are zero as in the one species case. We can explicitly compute the macroscopic quantities of $\bar{f}^{0}$. This is done in the next section.

### 7.4.4 Macroscopic quantities of the distribution $\bar{f} 0$

The density of $\bar{f}^{0}$ is given by

$$
\bar{n}^{0}=\int \bar{f}^{0} d v=\int\left(\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} f_{1}+f_{2}\right) d v=\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2} \frac{n_{2}}{n_{1}}+1} n_{1}+n_{2}
$$

Therefore, the mean velocity is given by

$$
\bar{u}^{0}=\frac{1}{\bar{n}^{0}} \int \bar{f}^{0} v d v=\frac{\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1}+1}{\beta_{2} \frac{n_{2}}{n_{1}+1}} n_{1} u_{1}+n_{2} u_{2}}{\frac{m_{1}}{m_{2}} \varepsilon \frac{\beta_{1} \frac{n_{1}}{n_{2}}+1}{\beta_{2}+1} n_{1}+n_{2}}
$$

and the energy is given by

$$
\begin{aligned}
\frac{1}{2} \bar{n}^{0}\left|\bar{u}^{0}\right|^{2}+\frac{3}{2} \bar{n}^{0} \frac{\bar{T}^{0}}{\bar{m}^{0}} & =\int \bar{f}^{0} \frac{1}{2}|v|^{2} d v \\
& =\frac{1}{2} A n_{1}\left|u_{1}\right|^{2}+\frac{1}{2} n_{2}\left|u_{2}\right|^{2}+\frac{3}{2} n_{1} A T_{1}+\frac{3}{2} n_{2} T_{2} \frac{m_{1}}{m_{2}}
\end{aligned}
$$

and solving this for $\frac{\bar{T}^{0}}{\bar{m}^{0}}$ leads to the temperature

$$
\frac{\bar{T}^{0}}{\bar{m}^{0}}=\frac{1}{3} \frac{A n_{1} n_{2}}{\left(A n_{1}+n_{2}\right)^{2}}\left|u_{1}-u_{2}\right|^{2}+\frac{A n_{1}}{A n_{1}+n_{2}} T_{1}+\frac{n_{2}}{A n_{1}+n_{2}} T_{2} \frac{m_{1}}{m_{2}}
$$

### 7.4.5 Combination of the distribution functions whose moments are zero

We observe that in section 7.4 .3 we regained a property of the one species case. But since we are in the two species case it is not enough to have one equation for the sum of the two distribution functions. We need a second equation. Since we expect that in equilibrium the mean velocities and the temperatures of the two distribution functions are the same we know that the zeroth order of $\frac{n_{2}}{n_{1}} f_{1}-f_{2}$ has zero mean velocity and the zeroth order of the combination $\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}} f_{1}-f_{2}$ has zero temperature. Therefore, we have

$$
\begin{align*}
\frac{n_{2}}{n_{1}} f_{1}-f_{2} & =\tilde{f}^{0}+\varepsilon_{1} \tilde{f}^{1}+\cdots  \tag{7.34}\\
\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}} f_{1}-f_{2} & =\tilde{\tilde{f}}^{0}+\varepsilon_{1} \tilde{\tilde{f}}^{1}+\cdots \tag{7.35}
\end{align*}
$$

where $\tilde{f}^{0}$ has zero mean velocity and $\tilde{\tilde{f}}^{0}$ has zero temperature.
Solving (7.33) and (7.34) for $f_{1}$ and $f_{2}$ leads to

$$
\begin{equation*}
f_{1}=\frac{1}{A+\frac{n_{2}}{n_{1}}}\left(\bar{f}^{0}+\tilde{f}^{0}\right)+\varepsilon_{1} \frac{1}{A+\frac{n_{2}}{n_{1}}}\left(\bar{f}^{1}+\tilde{f}^{1}\right)+\varepsilon_{1}^{2} \frac{1}{A+\frac{n_{2}}{n_{1}}}\left(\bar{f}^{2}+\tilde{f}^{2}\right)+O\left(\varepsilon_{1}^{3}\right) \tag{7.36}
\end{equation*}
$$

$$
\begin{align*}
f_{2}=\frac{1}{\frac{n_{2}}{n_{1}}+A}\left(\frac{n_{2}}{n_{1}} \bar{f}^{0}-A \tilde{f}^{0}\right) & +\varepsilon_{1} \frac{1}{\frac{n_{2}}{n_{1}}+A}\left(\frac{n_{2}}{n_{1}} \bar{f}^{1}-A \tilde{f}^{1}\right) \\
& +\varepsilon_{1}^{2} \frac{1}{\frac{n_{2}}{n_{1}}+A}\left(\frac{n_{2}}{n_{1}} \bar{f}^{2}-A \tilde{f}^{2}\right)+O\left(\varepsilon_{1}^{3}\right) \tag{7.37}
\end{align*}
$$

and solving (7.33) and (7.35) for $f_{1}$ and $f_{2}$ leads to

$$
\begin{array}{r}
f_{1}=\frac{1}{A+\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}}}\left(\bar{f}^{0}+\tilde{\tilde{f}}^{0}\right)+\varepsilon_{1} \frac{1}{A+\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}}}\left(\bar{f}^{1}+\tilde{\tilde{f}}^{1}\right)+O\left(\varepsilon_{1}^{2}\right), \\
f_{2}=\frac{1}{\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}}+A}\left(\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}} \bar{f}^{0}-A \tilde{\tilde{f}}^{0}\right)+\varepsilon_{1} \frac{1}{\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}}+A}\left(\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}} \bar{f}^{1}-A \tilde{f}^{1}\right)  \tag{7.39}\\
\quad+\varepsilon_{1}^{2} \frac{1}{\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}}+A}\left(\frac{n_{2}}{n_{1}} \frac{m_{1}}{m_{2}} \bar{f}^{2}-A \tilde{\tilde{f}}^{2}\right)+O\left(\varepsilon_{1}^{2}\right) .
\end{array}
$$

So for $\varepsilon_{1} \rightarrow 0$ we see from (7.36) and (7.37) that the order zero in $\varepsilon_{1}$ are two Maxwell distributions $f_{1}^{M}$ and $f_{2}^{M}$ with the common velocity

$$
\bar{u}:=\frac{1}{A n_{1}+n_{2}}\left(A n_{1} u_{1}+n_{2} u_{2}\right)
$$

and from (7.38) and (7.39) that the zeroth order are two Maxwell distributions $f_{1}^{M}$ and $f_{2}^{M}$ with the equal temperature

$$
\bar{T}:=\frac{1}{A n_{1}+n_{2} \frac{m_{1}}{m_{2}}}\left(A n_{1}+n_{2}\right) \frac{\bar{T}^{0}}{\bar{m}^{0}}
$$

Remember from the remark below (7.31) that $f_{1}^{M}$ has density $n_{1}$ and $f_{2}^{M}$ has density $n_{2}$. Using this we can deduce from (7.31) by inserting the expansions of $f_{1}$ and $f_{2}$ that

$$
\begin{align*}
& f_{1}=\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}}\left(\frac{1}{\varepsilon_{1}} M_{1}+\frac{1}{\tilde{\varepsilon}_{1}} M_{12}\right)-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}} \int\left(\partial_{t} f_{1}^{M}+v \cdot \nabla_{x} f_{1}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right) \\
& f_{2}=\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}}\left(\frac{1}{\varepsilon_{2}} M_{2}+\frac{1}{\tilde{\varepsilon}_{2}} M_{21}\right)-\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}} \int\left(\partial_{t} f_{2}^{M}+v \cdot \nabla_{x} f_{2}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right) \tag{7.40}
\end{align*}
$$

### 7.4.6 Expansion of the velocities, the pressure tensors and the heat fluxes

The exact macroscopic conservation equations that need to be closed in the two species case compared to the one species case in (7.6) read as

$$
\begin{gathered}
\partial_{t} n_{1}+\nabla_{x} \cdot\left(n_{1} u_{1}\right)=0 \\
\partial_{t} n_{2}+\nabla_{x} \cdot\left(n_{2} u_{2}\right)=0, \\
\partial_{t}\left(n_{1} u_{1}\right)+\nabla_{x} \cdot \mathbb{P}_{1}+\nabla_{x} \cdot\left(n_{1} u_{1} \otimes u_{1}\right)=\frac{1}{\tilde{\varepsilon}_{1}}(1-\delta)\left(u_{2}-u_{1}\right), \\
\partial_{t}\left(n_{2} u_{2}\right)+\nabla_{x} \cdot \mathbb{P}_{2} \frac{m_{1}}{m_{2}}+\nabla_{x} \cdot\left(n_{2} u_{2} \otimes u_{2}\right)=\frac{1}{\tilde{\varepsilon}_{1}}(1-\delta)\left(u_{1}-u_{2}\right), \\
\partial_{t}\left(\frac{1}{2} n_{1}\left|u_{1}\right|^{2}+\frac{3}{2} n_{1} T_{1}\right)+\nabla_{x} \cdot Q_{1} \\
=\frac{1}{2} \frac{1}{\tilde{\varepsilon}_{1}}\left(\left(\delta^{2}-1\right)\left|u_{1}\right|^{2}+(1-\delta)^{2}\left|u_{2}\right|^{2}+2 \delta(1-\delta) u_{1} \cdot u_{2}\right)+\frac{3}{2} \frac{1}{\tilde{\varepsilon}_{1}}\left((1-\alpha)\left(T_{2}-T_{1}\right)+\frac{\gamma}{m_{1}}\left|u_{1}-u_{2}\right|^{2}\right), \\
\partial_{t}\left(\frac{1}{2} n_{2}\left|u_{2}\right|^{2}+\frac{3}{2} n_{2} T_{2} \frac{m_{1}}{m_{2}}\right)+\nabla_{x} \cdot Q_{2} \\
=\frac{1}{2} \frac{1}{\tilde{\varepsilon}_{1}}\left(\left(\delta^{2}-1\right)\left|u_{1}\right|^{2}+(1-\delta)^{2}\left|u_{2}\right|^{2}+2 \delta(1-\delta) u_{1} \cdot u_{2}\right)+\frac{3}{2} \frac{1}{\tilde{\varepsilon}_{1}}\left((1-\alpha)\left(T_{2}-T_{1}\right)+\frac{\gamma}{m_{1}}\left|u_{1}-u_{2}\right|^{2}\right),
\end{gathered}
$$

according to theorem 2.1.9, where we need expressions for the velocities, pressure tensors and heat fluxes

$$
\begin{align*}
u_{k}(x, t) & =\frac{1}{n_{k}(x, t)} \int v f_{k}(x, v, t) d v  \tag{7.41}\\
\mathbb{P}_{k}(x, t) & =\frac{m_{k}}{m_{1}} \int\left(v-u_{k}(x, t)\right) \otimes\left(v-u_{k}(x, t)\right) f_{k}(x, v, t) d v  \tag{7.42}\\
Q_{k}(x, t) & =\frac{m_{k}}{m_{1}} \frac{1}{2} \int|v|^{2} v f_{k}(x, v, t) d v \tag{7.43}
\end{align*}
$$

for $k=1,2$. In the following we want to insert the expansions for $f_{1}^{\varepsilon_{1}}$ and $f_{2}^{\varepsilon_{2}}$ in these three integrals in order to see if we are able to fix the diffusion coefficient, the viscosity, the heat conductivity and the thermal diffusion parameter described in section 7.3.

## Expansion of the velocities

First, we want to consider the expansion of the velocities $u_{k}^{\varepsilon_{1}}(x, t)$. If we just insert (7.40) into (7.41), this will lead to expansions of the form

$$
\begin{gather*}
u_{1}^{\varepsilon_{1}}=u_{2}^{\varepsilon_{1}}+O\left(\varepsilon_{1}\right), \\
u_{2}^{\varepsilon_{1}}=u_{1}^{\varepsilon_{1}}+O\left(\varepsilon_{1}\right) . \tag{7.44}
\end{gather*}
$$

This is in accordance to our expectation that for $\varepsilon_{1} \rightarrow 0$ the two velocities converge to a common value, but the expansion (7.44) cannot be used to solve it for the two velocities $u_{1}^{\varepsilon_{1}}$ and $u_{2}^{\varepsilon_{1}}$. In order to do this we need an additional trick. This is done in the following. The velocity of the ion expansion of the first term in (7.40) using the expression of $u_{12}$ is given by

$$
\frac{1+\frac{1}{\beta_{1}} \delta}{1+\frac{1}{\beta_{1}}} u_{1}^{\varepsilon_{1}}+\frac{\frac{1}{\beta_{1}}(1-\delta)}{1+\frac{1}{\beta_{1}}} u_{2}^{\varepsilon_{1}} .
$$

We can split this expression into

$$
\bar{u}+\frac{-A n_{1}(1-\delta)+n_{2}\left(\beta_{1}+\delta\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+n_{2}\right)} u_{1}^{\varepsilon_{1}}+\frac{A n_{1}(1-\delta)-n_{2}\left(\beta_{1}+\delta\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+n_{2}\right)} u_{2}^{\varepsilon_{1}}
$$

We denote

$$
c_{1}:=\frac{-A n_{1}(1-\delta)+n_{2}\left(\beta_{1}+\delta\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+n_{2}\right)}
$$

so

$$
\frac{1+\frac{1}{\beta_{1}} \delta}{1+\frac{1}{\beta_{1}}} u_{1}^{\varepsilon_{1}}+\frac{\frac{1}{\beta_{1}}(1-\delta)}{1+\frac{1}{\beta_{1}}} u_{2}^{\varepsilon_{1}}=\bar{u}+c_{1} u_{1}^{\varepsilon_{1}}-c_{1} u_{2}^{\varepsilon_{1}} .
$$

So we see from (7.40) that we get

$$
u_{1}^{\varepsilon_{1}}=\bar{u}+c_{1} u_{1}^{\varepsilon_{1}}-c_{1} u_{2}^{\varepsilon_{1}}-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}} \frac{1}{n_{1}} \int v\left(\partial_{t} f_{1}^{M}+v \cdot \nabla_{x} f_{1}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right)
$$

Solving this for $u_{1}^{\varepsilon_{1}}$ leads to

$$
\begin{align*}
u_{1}^{\varepsilon_{1}} & =-\frac{c_{1}}{1-c_{1}} u_{2}^{\varepsilon_{1}}+\frac{1}{1-c_{1}} \bar{u} \\
& -\frac{1}{1-c_{1}} \frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \frac{1}{n_{1}} \int v\left(\partial_{t} f_{1}^{M}+v \cdot \nabla_{x} f_{1}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right) . \tag{7.45}
\end{align*}
$$

Similarly, we get for the electrons

$$
\begin{align*}
u_{2}^{\varepsilon_{1}} & =-\frac{A \frac{n_{1}}{n_{2}} c_{1}}{1-A \frac{n_{1}}{n_{2}} c_{1}} u_{1}^{\varepsilon_{1}}+\frac{1}{1-A \frac{n_{1}}{n_{2}} c_{1}} \bar{u}  \tag{7.46}\\
& -\frac{1}{1-A \frac{n_{1}}{n_{2}} c_{1}} \frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \frac{1}{n_{2}} \int v\left(\partial_{t} f_{2}^{M}+v \cdot \nabla_{x} f_{2}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right)
\end{align*}
$$

Solving (7.45) and (7.46) for $u_{1}^{\varepsilon_{1}}$ and $u_{2}^{\varepsilon}$ we get

$$
\begin{align*}
u_{1}^{\varepsilon_{1}} & =\bar{u}-\frac{1-A \frac{n_{1}}{n_{2}} c_{1}}{1-A \frac{n_{1}}{n_{2}} c_{1}-c_{1}} \frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \frac{1}{n_{1}} \int v\left(\partial_{t} f_{1}^{M}+v \cdot \nabla_{x} f_{1}^{M}\right) d v \\
& +\frac{c_{1}}{1-A \frac{n_{1}}{n_{2}} c_{1}-c_{1}} \frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}} \frac{1}{n_{2}} \int v\left(\partial_{t} f_{2}^{M}+v \cdot \nabla_{x} f_{2}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right)  \tag{7.47}\\
u_{2}^{\varepsilon_{1}} & =\bar{u}-\frac{A \frac{n_{1}}{n_{2}} c_{1}}{-1+c_{1}+A \frac{n_{1}}{n_{2}} c_{1}} \frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}} \frac{1}{n_{1}} \int v\left(\partial_{t} f_{1}^{M}+v \cdot \nabla_{x} f_{1}^{M}\right) d v \\
& +\frac{1-c_{1}}{-1+c_{1}+A \frac{n_{1}}{n_{2}} c_{1}} \frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \frac{1}{n_{2}} \int v\left(\partial_{t} f_{2}^{M}+v \cdot \nabla_{x} f_{2}^{M}\right) d v+O\left(\varepsilon_{1}^{2}\right) .
\end{align*}
$$

Remark 7.4.1. At this point we observe that we cannot use the parameter $\gamma$ from (7.27) because $\left|u_{1}^{\varepsilon_{1}}-u_{2}^{\varepsilon_{1}}\right|^{2}$ is of order $\varepsilon_{1}^{2}$ and has no influence on the order $\varepsilon_{1}$.

Remark 7.4.2. According to section 7.3 we expect to have a diffusion coefficient in front of the integrals in (7.47). We want to be able to fix it to the value which one obtains from experiments. We observe that we have a free parameter in the expression in front of the integrals in (7.47), since the constant $c_{1}$ depends on the undetermined parameter $\delta$.

## Expansion of the temperatures

In the case of the temperature we do the same trick as in the case of the velocities. The temperature of the first term on the right-hand side in the ion expansion in (7.40) can be written as

$$
\frac{1+\frac{1}{\beta_{1}} \alpha}{1+\frac{1}{\beta_{1}}} T_{1}^{\varepsilon_{1}}+\frac{\frac{1}{\beta_{1}}(1-\alpha)}{1+\frac{1}{\beta_{1}}} T_{2}^{\varepsilon_{1}}
$$

by using the expression of $T_{12}$. We can split this expression into

$$
\bar{T}+\frac{-A n_{1}(1-\alpha)+\frac{m_{1}}{m_{2}} n_{2}\left(\beta_{1}+\alpha\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+\frac{m_{1}}{m_{2}} n_{2}\right)} T_{1}^{\varepsilon_{1}}+\frac{A n_{1}(1-\alpha)-\frac{m_{1}}{m_{2}} n_{2}\left(\beta_{1}+\alpha\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+\frac{m_{1}}{m_{2}} n_{2}\right)} T_{2}^{\varepsilon_{1}}
$$

We denote

$$
c_{2}:=\frac{-A n_{1}(1-\alpha)+\frac{m_{1}}{m_{2}} n_{2}\left(\beta_{1}+\alpha\right)}{\left(\beta_{1}+1\right)\left(A n_{1}+\frac{m_{1}}{m_{2}} n_{2}\right)}
$$
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so

$$
\frac{1+\frac{1}{\beta_{1}} \alpha}{1+\frac{1}{\beta_{1}}} T_{1}^{\varepsilon_{1}}+\frac{\frac{1}{\beta_{1}}(1-\alpha)}{1+\frac{1}{\beta_{1}}} T_{2}^{\varepsilon_{1}}=\bar{T}+c_{2} T_{1}^{\varepsilon_{1}}-c_{2} T_{2}^{\varepsilon_{1}} .
$$

We see from (7.40) that

$$
T_{1}^{\varepsilon_{1}}=\bar{T}+c_{2} T_{1}^{\varepsilon_{1}}-c_{2} T_{2}^{\varepsilon_{1}}-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\tilde{\varepsilon}_{1}}} \frac{1}{3 n_{1}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right)
$$

Solving this for $T_{1}^{\varepsilon_{1}}$ leads to

$$
\begin{align*}
T_{1}^{\varepsilon_{1}} & =\frac{1}{1-c_{2}} \bar{T}-\frac{c_{2}}{1-c_{2}} T_{2}^{\varepsilon_{1}} \\
& -\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \frac{1}{3 n_{1}} \frac{1}{1-c_{2}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right) \tag{7.48}
\end{align*}
$$

Similarly, we get for the electrons

$$
\begin{align*}
T_{2}^{\varepsilon_{1}} & =\frac{1}{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}} \bar{T}-\frac{A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}}{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}} T_{1}^{\varepsilon_{1}} \\
& -\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \frac{m_{2}}{m_{1}} \frac{1}{3 n_{2}} \frac{1}{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{2}^{M}+\nabla_{x} \cdot\left(v f_{2}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right) . \tag{7.49}
\end{align*}
$$

Solving (7.48) and (7.49) for $T_{1}^{\varepsilon_{1}}$ and $T_{2}^{\varepsilon}$ we get

$$
\begin{gather*}
T_{1}^{\varepsilon_{1}}=\bar{T}-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \frac{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}}{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}-c_{2}} \frac{1}{3 n_{1}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v \\
-\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\tilde{\varepsilon}_{2}}} \frac{m_{2}}{m_{1}} \frac{1}{3 n_{2}} \frac{c_{2}}{1-A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}-c_{2}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{2}^{M}+\nabla_{x} \cdot\left(v f_{2}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right), \\
T_{2}^{\varepsilon_{1}}=\bar{T}-\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \frac{1-c_{2}}{-1+c_{2}+A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}} \frac{m_{2}}{m_{1}} \frac{1}{3 n_{2}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{2}^{M}+\nabla_{x} \cdot\left(v f_{2}^{M}\right)\right) d v \\
\quad-\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \frac{1}{3 n_{1}} \frac{A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}}{-1+c_{2}+A \frac{n_{1}}{n_{2}} \frac{m_{2}}{m_{1}} c_{2}} \int|v-\bar{u}|^{2}\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right) . \tag{7.51}
\end{gather*}
$$

If we compute the expansion of the non-diagonal elements of the pressure tensor, the zeroth order vanishes and we obtain

$$
\begin{aligned}
& \int\left(v_{l}-u_{1, l}\right)\left(v_{m}-u_{1, m}\right) f_{1} d v= \\
& -\frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \int\left(v_{l}-u_{1, l}\right)\left(v_{m}-u_{1, m}\right)\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \int\left(v_{l}-u_{2, l}\right)\left(v_{m}-u_{2, m}\right) f_{2} d v= \\
& -\frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \int\left(v_{l}-u_{2, l}\right)\left(v_{m}-u_{2, m}\right)\left(\partial_{t} f_{2}^{M}+\nabla_{x} \cdot\left(v f_{2}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right)
\end{aligned}
$$

for $l, m=1,2,3, l \neq m$.
Remark 7.4.3. According to section 7.3 we expect to have a viscosity coefficient in front of the integrals in the expansion of the pressure tensor which we want to be able to fix it to the value which one obtains from experiments. We observe that we have a free parameter in the expression in front of the integrals in (7.50) and (7.51), since the constant $c_{2}$ depends on the undetermined parameter $\alpha$ from (7.27).

## Expansion of the heat fluxes

If we insert the expansion (7.40) into (7.43) and use the definition of the mixture Maxwell distributions (7.14), we get

$$
\begin{aligned}
& \frac{1}{2} \int|v|^{2} v f_{1} d v=\frac{5}{2} \frac{1}{1+\beta_{1} \frac{n_{1}}{n_{2}}} n_{1} \\
& {\left[\left(\beta_{1} \frac{n_{1}}{n_{2}}+\alpha \delta\right) T_{1}^{\varepsilon_{1}} u_{1}^{\varepsilon_{1}}+\alpha(1-\delta) T_{1}^{\varepsilon_{1}} u_{2}^{\varepsilon_{1}}+(1-\alpha) \delta T_{2}^{\varepsilon_{1}} u_{1}^{\varepsilon_{1}}+(1-\alpha)(1-\delta) T_{2}^{\varepsilon_{1}} u_{2}^{\varepsilon_{1}}\right]} \\
& +\frac{1}{2} \frac{1}{1+\beta_{1} \frac{n_{1}}{n_{2}}} n_{1}\left[\left(\beta_{1} \frac{n_{1}}{n_{2}}\left|u_{1}^{\varepsilon_{1}}\right|^{2} u_{1}^{\varepsilon_{1}}+\left|\delta u_{1}^{\varepsilon_{1}}+(1-\delta) u_{2}^{\varepsilon_{1}}\right|^{2}\left(\delta u_{1}^{\varepsilon_{1}}+(1-\delta) u_{2}^{\varepsilon_{1}}\right)\right]\right. \\
& -\frac{1}{2} \frac{1}{\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{1}}} \int|v|^{2} v\left(\partial_{t} f_{1}^{M}+\nabla_{x} \cdot\left(v f_{1}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right),
\end{aligned}
$$

in which we can insert the expansions for the velocities and the temperatures. The zeroth order is given by

$$
\frac{5}{2} n_{1}\left(\bar{T} \bar{u}+|\bar{u}|^{2} \bar{u}\right) .
$$

The heat flux for species 2 is given by

$$
\begin{aligned}
& \frac{m_{2}}{m_{1}} \frac{1}{2} \int|v|^{2} v f_{2} d v=\frac{5}{2} \frac{1}{1+\beta_{1} \frac{n_{1}}{n_{2}}} n_{2} \\
& {\left[\beta_{2} \frac{n_{2}}{n_{1}} T_{2}^{\varepsilon_{1}} u_{2}^{\varepsilon_{1}}+\left(\alpha T_{1}^{\varepsilon_{1}}+(1-\alpha) T_{2}^{\varepsilon_{1}}\right)\left(u_{2}^{\varepsilon_{1}}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}^{\varepsilon_{1}}-u_{1}^{\varepsilon_{1}}\right)\right)\right]} \\
& +\frac{1}{2} \frac{1}{1+\beta_{2} \frac{n_{2}}{n_{1}}} n_{1}\left[\beta_{2} \frac{n_{2}}{n_{1}}\left|u_{2}^{\varepsilon_{1}}\right|^{2} u_{2}^{\varepsilon_{1}}\right. \\
& \left.+\left|u_{2}^{\varepsilon_{1}}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}^{\varepsilon_{1}}-u_{1}^{\varepsilon_{1}}\right)\right|^{2}\left(u_{2}^{\varepsilon_{1}}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}^{\varepsilon_{1}}-u_{1}^{\varepsilon_{1}}\right)\right)\right] \\
& -\frac{1}{2} \frac{1}{\frac{1}{\varepsilon_{2}}+\frac{1}{\varepsilon_{2}}} \int|v|^{2} v\left(\partial_{t} f_{2}^{M}+\nabla_{x} \cdot\left(v f_{2}^{M}\right)\right) d v+O\left(\varepsilon_{1}^{2}\right) .
\end{aligned}
$$

Here, the zeroth order is given by

$$
\frac{5}{2} n_{2}\left(\bar{T} \bar{u}+|\bar{u}|^{2} \bar{u}\right) .
$$

Remark 7.4.4. According to section 7.3 we expect to have the thermal conductivity and the thermal diffusion parameter in front of the integrals in the expansion of the heat flux which we want to be able to fix to the value which one obtains from experiments. We observe that we do not have more free parameters since $\alpha$ and $\delta$ are already fixed in order to obtain the right viscosity and diffusion coefficient. But if we perform the extension of the BGK to an ES-BGK model we will obtain an additional free parameter in the pressure tensor similar as it is done in the one species case. Instead of fixing $\alpha$ as described in remark 7.4.3, this allows to fix the additional parameter such that we get the right expression of the viscosity coefficient. Then the parameter $\alpha$ remains undetermined and we can use it to fix the thermal conductivity in the heat flux. A fourth free parameter is gained if we treat the one collision frequency as a free parameter as it is done in [48]. With this we can determine the diffusion coefficient such that the parameter $\delta$ remains undetermined and we can fix it in the heat flux expansion such that the thermal diffusion parameter has the right physical value.

### 7.5 The Brunn-Minkowski inequality

In the following we want to introduce ES-BGK models for mixtures. First of all we want to prove consistency of these models meaning that they satisfy the conservation properties and the H-theorem. For the H-theorem we will need the next lemma which is proven in [2]. For the convenience of the reader we will repeat it here.

Lemma 7.5.1 (Brunn-Minkowski inequality). Let $0 \leq b \leq 1$ and $A, B$ be two positive symmetric matrices with the same basis of eigenvectors. Then

$$
\begin{equation*}
\operatorname{det}(b A+(1-b) B) \geq(\operatorname{det} A)^{b}(\operatorname{det} B)^{1-b} \tag{7.52}
\end{equation*}
$$

Proof. The proof is given in [2]. For the convenience of the reader we want to repeat it here. If $A$ and $B$ both have an eigenvalue zero, the inequality is satisfied. So without loss of generality all eigenvalues of $A$ are different from zero. Then $A$ is invertible, and we have

$$
\begin{equation*}
\operatorname{det}(b A+(1-b) B)=\operatorname{det} A \operatorname{det}\left(b \mathbb{1}+(1-b) A^{-1} B\right) \tag{7.53}
\end{equation*}
$$

Denote $C=A^{-1} B$. Then $C$ is diagonalizable and in particular it has the same set of eigenvectors than $A$ and $B$, since $A$ and $B$ are simultaneously diagonalizable.. We denote the eigenvalues of $C$ by $c_{i}$. We observe that all $c_{i}$ are strictly positive since they are the quotients of the strictly positive eigenvalues of $A$ and $B$. Then (7.52) is equivalent to

$$
\begin{equation*}
\operatorname{det}(b \mathbb{1}+(1-b) C) \geq(\operatorname{det} C)^{1-b} \tag{7.54}
\end{equation*}
$$

using (7.53). So we want to prove (7.54). This is equivalent to

$$
\prod_{i}\left(b+(1-b) c_{i}\right) \geq \prod_{i} c_{i}^{1-b}
$$

We take the logarithm, which is possible, since $b$ and $c_{i}$ are strictly positive:

$$
\sum_{i} \ln \left(b+(1-b) c_{i}\right) \geq(1-b) \sum_{i} \ln c_{i} .
$$

This is satisfied, since $\ln$ is a concave function. So (7.54) is true. Replacing $C$ by $A^{-1} B$, we get

$$
\begin{aligned}
\operatorname{det}\left(b \mathbb{1}+(1-b) A^{-1} B\right) \geq\left(\operatorname{det} A^{-1} B\right)^{1-b} & =(\operatorname{det} A)^{-(1-b)}(\operatorname{det} B)^{1-b} \\
& =(\operatorname{det} A)^{b-1}(\operatorname{det} B)^{1-b}
\end{aligned}
$$

which is the claimed inequality.
Actually, we will need the following extension of the Brunn-Minkowski inequality.
Lemma 7.5.2 (Extension of the Brunn-Minkowski inequality). Let $-\frac{1}{2} \leq a \leq 1$ and $A, E, D$ positive symmetric matrices. Then

$$
\operatorname{det}\left(\frac{1+2 a}{3} A+\frac{1-a}{3} E+\frac{1-a}{3} D\right) \geq(\operatorname{det} A)^{\frac{1+2 a}{3}}(\operatorname{det} E)^{\frac{1-a}{3}}(\operatorname{det} D)^{\frac{1-a}{3}}
$$

Proof. We have

$$
\operatorname{det}\left(\frac{1+2 a}{3} A+\frac{1-a}{3} E+\frac{1-a}{3} D\right)=\operatorname{det}\left(\frac{1+2 a}{3} A+2 \frac{1-a}{3} \frac{1}{2}(E+D)\right) .
$$

Choose $b=\frac{1+2 a}{3}$ and $B=\frac{1}{2}(E+D)$. Since $-\frac{1}{2} \leq a \leq 1, b$ is restricted to $0 \leq b \leq 1$. Then by the Brunn-Minkowski inequality (7.52), we get

$$
\operatorname{det}\left(\frac{1+2 a}{3} A+\frac{1-a}{3} E+\frac{1-a}{3} D\right) \geq(\operatorname{det} A)^{\frac{1+2 a}{3}}\left(\operatorname{det}\left(\frac{1}{2}(E+D)\right)\right)^{2 \frac{1-a}{3}}
$$

Again by the Brunn-Minkowski inequality for $b=\frac{1}{2}$ on the second term, we obtain

$$
\operatorname{det}\left(\frac{1+2 a}{3} A+\frac{1-a}{3} E+\frac{1-a}{3} D\right) \geq(\operatorname{det} A)^{\frac{1+2 a}{3}}(\operatorname{det} E)^{\frac{1-a}{3}}(\operatorname{det} D)^{\frac{1-a}{3}}
$$

### 7.6 Extensions to an ES-BGK approximation

In this section we want to present three possible extensions to an ES-BGK model for gas mixtures. The first one has the attempt to keep it as simple as possible and extend only the Maxwell distribution in the single relaxation term describing the relaxation of the distribution function to an equilibrium distribution due to interactions of the species with itself. The two other extensions try to do it more symmetrically and extend every Maxwell distribution. The first ansatz in this case is to extend it exactly analogously as in the one species case and the second ansatz proposes a different extension which is motivated by the physical intuition of the physicist Holway who invented the ES-BGK model in [54]. These extensions are also presented by Klingenberg, Pirner and Puppo in [62].

### 7.6.1 Extension of the single relaxation terms

Motivated by the need to find a two species kinetic model that allows us to model physical parameters better we extend the above model by generalizing the Maxwell distributions. The simplest choice is to replace only the collision operators which represent the collisions of a species with itself by the ES-BGK collision operator for one species as suggested in [3]. Then the model can be written as:

$$
\begin{equation*}
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k}=\nu_{k k} n_{k}\left(G_{k}-f_{k}\right)+\nu_{k j} n_{j}\left(M_{k j}-f_{k}\right), \quad k, j=1,2, j \neq k \tag{7.55}
\end{equation*}
$$

with the modified Maxwell distributions

$$
\begin{equation*}
G_{k}(x, v, t)=\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathcal{T}_{k}}{m_{k}}\right)}} \exp \left(-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{\mathcal{T}_{k}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)\right), \quad k=1,2 \tag{7.56}
\end{equation*}
$$

and $M_{12}, M_{21}$ the Maxwell distributions described in the previous sections. $G_{1}$ and $G_{2}$ have the same densities, velocities and pressure tensors as $f_{1}$ and $f_{2}$, respectively, so we still guarantee the conservation of mass, momentum and energy in interactions of one species with itself. Since the first term describes the interactions of a species with itself, it should correspond to the single ES-BGK collision operator suggested in section 7.1. So we choose $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ as

$$
\begin{equation*}
\mathcal{T}_{k}=\left(1-\tilde{\mu}_{k}\right) T_{k} \mathbf{1}+\tilde{\mu}_{k} \frac{\mathbb{P}_{k}}{n_{k}} \tag{7.57}
\end{equation*}
$$

with $\tilde{\mu}_{k} \in \mathbb{R}, k=1,2$ being free parameters which we can choose in a way to fix physical parameters in the Navier-Stokes equations. So, all in all, together with the parameters in the mixture Maxwell distributions (7.18) and (7.19) we now have five free parameters, see (7.18) and (7.19) for the other free parameters.

Since we wrote $\mathcal{T}_{k}^{-1}$ we have to check whether $\mathcal{T}_{k}$ is invertible. Otherwise the model is not well-posed. For the one species tensor this is done by the following theorem proven in [3].

Theorem 7.6.1. Assume that $f_{k}>0$. Then $\frac{\mathbb{P}_{k}}{n_{k}}$ has strictly positive eigenvalues. If we further assume that $-\frac{1}{2} \leq \mu_{k} \leq 1$, then $\mathcal{T}_{k}$ has strictly positive eigenvalues and therefore $\mathcal{T}_{k}$ is invertible.

## Equilibrium of the single extension

In global equilibrium when $f_{1}$ and $f_{2}$ are independent of $x$ and $t$, the right-hand side of (7.55) has to be zero. In this case we get

$$
f_{1}=\frac{1}{\nu_{11} n_{1}+\nu_{12} n_{2}}\left(\nu_{11} n_{1} G_{1}+\nu_{12} n_{2} M_{12}\right) .
$$

If we compute the velocities of this expression, we can deduce $u_{1}=u_{2}$ for $\delta \neq 1$. If we compute the temperatures of this expression using $u_{1}=u_{2}$, we get

$$
T_{1}=\frac{1}{\nu_{11} n_{1}+\nu_{12} n_{2}}\left(\nu_{11} n_{1} T_{1}+\nu_{12} n_{2}\left(\alpha T_{1}+(1-\alpha) T_{2}\right)\right),
$$

which is equivalent to $T_{1}=T_{2}$ for $\alpha \neq 1$. So let $T:=T_{1}=T_{2}$ and use $u_{1}=u_{2}$. If we compute the pressure tensors, we get

$$
\begin{aligned}
\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) \mathbb{P}_{1} & =\nu_{11} n_{1} \mathcal{T}_{1}+\nu_{12} n_{2} T_{12} \\
& =\nu_{11} n_{1}\left(1-\tilde{\mu}_{1}\right) T \mathbf{1}+\nu_{11} n_{1} \tilde{\mu}_{1} \mathbb{P}_{1}+\nu_{12} n_{2} T \mathbf{1}
\end{aligned}
$$

which is equivalent to

$$
\left(\nu_{11} n_{1}+\nu_{12} n_{2}-\nu_{11} n_{1} \tilde{\mu}_{1}\right) \mathbb{P}_{1}=\left(\nu_{11} n_{1}+\nu_{12} n_{2}-\nu_{11} n_{1} \tilde{\mu}_{1}\right) T \mathbf{1}
$$

which is $\mathbb{P}_{1}=T \mathbf{1}$ for $\delta, \alpha \neq 1, \tilde{\mu}_{1} \leq 1$. This means that the pressure tensors of $f_{1}$ and $f_{2}$ are diagonal and $f_{1}, f_{2}$ are Maxwell distributions with equal mean velocity and temperature. $\delta=1$ or $\alpha=1$ are cases in which the mixture Maxwell distributions do not contain the velocity or the temperature of the other species, see (7.18) and (7.19). In this case the two gases do not exchange information and a global equilibrium cannot be reached.

## Entropy inequality of the single extension

Theorem 7.6.2 (H-theorem for the mixture). Assume $\delta, \alpha \neq 1$. Assume that $f_{1}, f_{2}>0$ are solutions to (7.13). Assume the relationship between the collision frequencies (7.16), the conditions for the interspecies Maxwell distributions (7.18), (7.20), (7.19) and (7.21) and the positivity of the temperatures (7.22). Denote the collision terms on the right-hand side of (7.13) by $Q_{11}\left(f_{1}, f_{1}\right), Q_{12}\left(f_{1}, f_{2}\right), Q_{21}\left(f_{2}, f_{1}\right)$ and $Q_{22}\left(f_{2}, f_{2}\right)$. Then

$$
\int \ln f_{1} Q_{11}\left(f_{1}, f_{1}\right)+\ln f_{1} Q_{12}\left(f_{1}, f_{2}\right) d v+\int \ln f_{2} Q_{22}\left(f_{2}, f_{2}\right)+\ln f_{2} Q_{21}\left(f_{2}, f_{1}\right) d v \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. The fact that $\int \ln f_{k} Q_{k k}\left(f_{k}, f_{k}\right) d v \leq 0, \quad k=1,2$ with a criteria for equality follows from the H-theorem of the ES-BGK model for one species, see [3]. The fact that $\int \ln f_{1} Q_{12}\left(f_{1}, f_{2}\right) d v+\int \ln f_{2} Q_{21}\left(f_{1}, f_{2}\right) d v \leq 0$ with a corresponding criteria for equality follows from the H-theorem of the BGK model for mixtures, see the proof of theorem 2.1.6.

### 7.6.2 Alternative extensions to an ES-BGK model

In this section we also want to replace the scalar temperatures in the mixture Maxwell distributions by a tensor. In the first model the terms $\left(v_{j}-u_{k j}\right) f_{k}\left(v_{i}-u_{k i}\right)$ for $i \neq j$
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do not appear in the relaxation operator. To obtain a more detailed description of the viscous effects in the mixture we take into account these cross terms during the relaxation process. Then the model can be written as:

$$
\begin{equation*}
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k}=\nu_{k k} n_{k}\left(G_{k}-f_{k}\right)+\nu_{k j} n_{j}\left(G_{k j}-f_{k}\right), \quad k=1,2, k \neq j \tag{7.58}
\end{equation*}
$$

with the modified Maxwell distributions

$$
\begin{align*}
& G_{k}(x, v, t)=\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\tau_{k}}{m_{k}}\right)}} \exp \left(-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{\tau_{k}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)\right) \quad k=1,2, \\
& G_{k j}(x, v, t)=\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\tau_{k j}}{m_{k}}\right)}} \exp \left(-\frac{1}{2}\left(v-u_{k j}\right) \cdot\left(\frac{\tau_{k j}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k j}\right)\right) \quad k, j=1,2, k \neq j, \tag{7.59}
\end{align*}
$$

with $\mathcal{T}_{k}$ defined by (7.57). Again, the conservation of mass, momentum and energy in interactions of one species with itself is ensured by this choice of the modified Maxwell distributions $G_{1}$ and $G_{2}$ which have the same densities, velocities and pressure tensors as $f_{1}$ and $f_{2}$, respectively. In addition, the choice of the densities in $G_{12}$ and $G_{21}$ also guarantees conservation of mass in interactions of one species with the other one.

If we extend $T_{12}$ and $T_{21}$ in the same fashion to a tensor as in the case of one species, we obtain

$$
\begin{align*}
\mathcal{T}_{12} & =\left(1-\tilde{\mu}_{12}\right)\left(\alpha T_{1}+(1-\alpha) T_{2}\right) \mathbf{1}+\tilde{\mu}_{12} \frac{\alpha \mathbb{P}_{1}+(1-\alpha) \mathbb{P}_{2}}{n_{1}}+\gamma\left|u_{1}-u_{2}\right|^{2} \mathbf{1},  \tag{7.60}\\
\mathcal{T}_{21} & =\left(1-\tilde{\mu}_{21}\right)\left((1-\varepsilon(1-\alpha)) T_{2}+\varepsilon(1-\alpha) T_{1}\right) \mathbf{1}+\tilde{\mu}_{21} \frac{(1-\varepsilon(1-\alpha)) \mathbb{P}_{2}+\varepsilon(1-\alpha) \mathbb{P}_{1}}{n_{2}} \\
& +\left(\frac{1}{3} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right)\left|u_{1}-u_{2}\right|^{2} \mathbf{1} . \tag{7.61}
\end{align*}
$$

If we check the equilibrium distributions as in section 7.6.1, we obtain the following restrictions on $\tilde{\mu}_{12}$ and $\tilde{\mu}_{21}$ given by

$$
\begin{equation*}
\tilde{\mu}_{12}=1+\left(1-\tilde{\mu}_{1}\right) \frac{n_{1}}{n_{2}} \frac{\nu_{11}}{\nu_{12}}, \tag{7.62}
\end{equation*}
$$

and

$$
\begin{array}{r}
\frac{1}{n_{1}^{2}}\left[-(\alpha-1)^{2} \tilde{\mu}_{12}^{2} n_{2}^{2} \nu_{12}^{2}+\frac{n_{1}}{n_{2}^{2}}\left(\left(\frac{\tilde{\mu}_{21}}{\varepsilon}-\tilde{\mu}_{21}+\alpha \tilde{\mu}_{21}\right) n_{1} \nu_{12}+\left(\tilde{\mu}_{2}-1\right) n_{2} \nu_{22}\right)\right.  \tag{7.63}\\
\left.\cdot\left(n_{1}\left((\alpha-1) \tilde{\mu}_{21} n_{1}+\frac{1}{\varepsilon}\left(\mu_{21}-1\right) n_{2}\right) \nu_{12}+\left(\tilde{\mu}_{2}-1\right) n_{2}^{2} \nu_{22}\right)\right]=0
\end{array}
$$

An alternative choice to (7.60),(7.61) is given by

$$
\begin{align*}
\mathcal{T}_{12} & =\alpha \frac{\mathbb{P}_{1}}{n_{1}}+(1-\alpha) T_{2} \mathbf{1}+\gamma\left|u_{1}-u_{2}\right|^{2} \mathbf{1}  \tag{7.64}\\
\mathcal{T}_{21} & =(1-\varepsilon(1-\alpha)) \frac{\mathbb{P}_{2}}{n_{2}}+\varepsilon(1-\alpha) T_{1} \mathbf{1} \\
& +\left(\frac{1}{3} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right)\left|u_{1}-u_{2}\right|^{2} \mathbf{1} \tag{7.65}
\end{align*}
$$

This choice of $\mathcal{T}_{12}$ still contains the temperature of gas 1 , since the trace of the pressure tensor $\frac{\mathbb{P}_{1}}{n_{1}}$ is the temperature $T_{1}$.

In (7.64) compared to (7.60) we replace only the temperature $T_{1}$ of species 1 by the pressure tensor $\mathbb{P}_{1}$ while we keep the temperature $T_{2}$. This asymmetric choice can be motivated by the theory of persistence of velocity described by Jeans in [55], [56], [53] and chapter 7.1.3. Jeans argues that in the post-collisional speed of particle 1 there is a memory of the pre-collisional speed of particle 1. In the single species BGK equation this yields to the choice of

$$
\mathcal{T}=(1-\tilde{\mu}) T \mathbf{1}+\tilde{\mu} \mathbb{P}, \quad-\frac{1}{2} \leq \tilde{\mu} \leq 1
$$

the tensor chosen in the well-known ES-BGK model, where $\tilde{\mu} \mathbb{P}$ preserves the memory of the off-equilibrium content of the pre-collisional velocity. This can be rewritten as

$$
\mathcal{T}=T \mathbf{1}+\tilde{\mu} \text { traceless }[\mathbb{P}]
$$

where traceless $[\mathbb{P}]$ denotes the traceless part of $\mathbb{P}$. So the off-equilibrium part is contained in $\tilde{\mu}$ traceless $[\mathbb{P}]$. Doing this analogously for two species we arrive at

$$
\mathcal{T}_{12}=T_{12} \mathbf{1}+\frac{\alpha}{n_{1}} \operatorname{traceless}\left[\mathbb{P}_{1}\right]
$$

The quantity $T_{12}$ is defined in (7.19). If we plug this definition in the equation above, we end up with (7.64).

With the second choice the model is well-defined, because $\mathcal{T}_{12}$ and $\mathcal{T}_{21}$ are invertible as a combination of strictly positive matrices as soon as all coefficients in front of these matrices are positive, which is the case due to (7.22) and (7.23). The first choice needs additional conditions coming from the restrictions on $\tilde{\mu}_{12}$ and $\tilde{\mu}_{21}$ given by (7.62) and (7.63). The first one leads to

$$
\tilde{\mu}_{1} \leq \frac{n_{2}}{n_{1}} \frac{\tilde{\nu}_{12}}{\nu_{11}}+1
$$

such that $\tilde{\mu}_{12}$ given by (7.62) is positive. The requirement of positivity of $\tilde{\mu}_{21}$ leads to a corresponding restriction on $\tilde{\mu}_{2}$ using (7.63).

## Equilibrium of the alternative extensions

The aim of this section is to discuss the property of the equilibrium and the entropy inequality for the alternative extensions described in section 7.6 .2 with the tensors (7.60), (7.61) and (7.64), (7.65), respectively. For the tensors (7.60), (7.61) we proved the property of equilibrium and the H -theorem in section 7.6.1 in the particular case of $\tilde{\mu}_{12}=\tilde{\mu}_{21}=0$ for simplicity, but we can also prove it in the general case. In this section we will prove an entropy inequality for the alternative model (7.64),(7.65). First we will check that the equilibrium distributions are Maxwell distributions. In global equilibrium when $f_{1}$ and $f_{2}$ are independent of $x$ and $t$, the right-hand side of (7.58) has to be zero. In this case we get

$$
f_{1}=\frac{1}{1+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}}\left(G_{1}+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}} G_{12}\right)
$$
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If we compute the temperatures of this expression, we get

$$
T_{1}=\frac{1}{1+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}}\left(T_{1}+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}\left(\alpha T_{1}+(1-\alpha) T_{2}\right)\right)
$$

which is equivalent to $T_{1}=T_{2}$ for $\alpha \neq 1$. So denote $T:=T_{1}=T_{2}$. If we compute pressure tensors, we get

$$
\begin{aligned}
\left(1+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}\right) \mathbb{P}_{1} & =\mathcal{T}_{1}+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}} \mathcal{T}_{12} \\
& =\left(1-\nu_{1}\right) T+\nu_{1} \mathbb{P}_{1}+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}} \alpha \mathbb{P}_{1}+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}(1-\alpha) T \mathbf{1}
\end{aligned}
$$

which is equivalent to

$$
\left(\left(1-\nu_{1}\right)+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}(1-\alpha)\right) \mathbb{P}_{1}=\left(\left(1-\nu_{1}\right)+\frac{1}{\beta_{1}^{2}} \frac{n_{2}}{n_{1}}(1-\alpha)\right) T \mathbf{1},
$$

which leads to $\mathbb{P}_{1}=T \mathbf{1}$ for $\nu_{1}, \alpha \neq 1$. That means that the pressure tensors of $f_{1}$ and $f_{2}$ are diagonal and they are Maxwell distributions with equal mean velocity and temperature.

## Entropy inequality of the alternative extensions

Next, we want to prove the H-theorem of the model (7.64) and (7.65).
Lemma 7.6.3. Assuming (7.64) and (7.65) and the positivity of all temperatures and pressure tensors (7.22), we have the following inequality

$$
S:=\left(\operatorname{det} \mathcal{T}_{12}\right)^{\varepsilon}\left(\operatorname{det} \mathcal{T}_{21}\right) \geq\left(\operatorname{det} \frac{\mathbb{P}_{1}}{n_{1}}\right)^{\varepsilon} \operatorname{det} \frac{\mathbb{P}_{2}}{n_{2}}
$$

Proof. Using the definition of $\mathcal{T}_{12}$ we get

$$
\operatorname{det} \mathcal{T}_{12}=\operatorname{det}\left(\alpha \frac{\mathbb{P}_{1}}{n_{1}}+(1-\alpha) T_{2} \mathbf{1}+\gamma\left|u_{1}-u_{2}\right|^{2} \mathbf{1}\right)
$$

Since $\gamma$ is non-negative, we can estimate the expression by dropping the positive term on the diagonal $\gamma\left|u_{1}-u_{2}\right|^{2} \mathbf{1}$

$$
\operatorname{det} \mathcal{T}_{12} \geq \operatorname{det}\left(\alpha \frac{\mathbb{P}_{1}}{n_{1}}+(1-\alpha) T_{2} \mathbf{1}\right)
$$

With the Brunn-Minkowski-inequality (7.52) presented in chapter 7.5 we obtain

$$
\operatorname{det} \mathcal{T}_{12} \geq\left(\operatorname{det} \frac{\mathbb{P}_{1}}{n_{1}}\right)^{\alpha}\left(\operatorname{det} T_{2} \mathbf{1}\right)^{1-\alpha}
$$

In a similar way, we can show a similar inequality for $\mathcal{T}_{21}$, so all in all we get

$$
S \geq\left(\operatorname{det} \frac{\mathbb{P}_{1}}{n_{1}}\right)^{\alpha \varepsilon}\left(\operatorname{det} T_{2} \mathbf{1}\right)^{\varepsilon(1-\alpha)}\left(\operatorname{det} \frac{\mathbb{P}_{2}}{n_{2}}\right)^{1-\varepsilon(1-\alpha)}\left(\operatorname{det} T_{1} \mathbf{1}\right)^{\varepsilon(1-\alpha)}
$$

Consider the logarithm of this equation

$$
\begin{array}{r}
\ln S \geq \varepsilon \alpha \ln \left(\operatorname{det}\left(\frac{\mathbb{P}_{1}}{n_{1}}\right)\right)+\varepsilon(1-\alpha) \ln \left(\operatorname{det}\left(T_{2} \mathbf{1}\right)\right) \\
+(1-\varepsilon(1-\alpha)) \ln \left(\operatorname{det}\left(\frac{\mathbb{P}_{2}}{n_{2}}\right)\right)+\varepsilon(1-\alpha) \ln \left(\operatorname{det}\left(T_{1} \mathbf{1}\right)\right) .
\end{array}
$$

We use that $\ln \left(\operatorname{det}\left(T_{i} \mathbf{1}\right)\right)=\operatorname{Tr}\left(\ln \left(T_{i} \mathbf{1}\right)\right)$ and denote the eigenvalues of $\frac{\mathbb{P}_{i}}{n_{i}}$ by $\lambda_{i, 1}, \lambda_{i, 2}$ and $\lambda_{i, 3}$. Since the pressure tensors are symmetric, we can diagonalize them and use that $T_{i}=\operatorname{Tr} \frac{\mathbb{P}_{i}}{3 n_{i}}=\frac{1}{3}\left(\lambda_{i, 1}+\lambda_{i, 2}+\lambda_{i, 3}\right)$.

$$
\begin{array}{r}
\ln S \geq \varepsilon \alpha\left(\ln \lambda_{1,1}+\ln \lambda_{1,2}+\ln \lambda_{1,3}\right)+\varepsilon(1-\alpha) 3 \ln \frac{1}{3}\left(\lambda_{1,1}+\lambda_{1,2}+\lambda_{1,3}\right) \\
+(1-\varepsilon(1-\alpha))\left(\ln \lambda_{2,1}+\ln \lambda_{2,2}+\ln \lambda_{2,3}\right)+\varepsilon(1-\alpha) 3 \ln \frac{1}{3}\left(\lambda_{2,1}+\lambda_{2,2}+\lambda_{2,3}\right) .
\end{array}
$$

Since $\ln$ is concave, we can estimate $\ln \frac{1}{3}\left(\lambda_{1,1}+\lambda_{1,2}+\lambda_{1,3}\right)$ from below by $\frac{1}{3}\left(\ln \lambda_{1,1}+\ln \lambda_{1,2}+\ln \lambda_{1,3}\right)$ and obtain

$$
\ln S \geq \varepsilon \ln \left(\operatorname{det}\left(\frac{\mathbb{P}_{1}}{n_{1}}\right)\right)+\varepsilon(1-\alpha) \ln \left(\operatorname{det}\left(\frac{\mathbb{P}_{2}}{n_{2}}\right)\right)
$$

This is equivalent to the required inequality.
Remark 7.6.1. From the case of one species ES-BGK model it follows that

$$
\int G_{k} \ln G_{k} d v \leq \int G_{k, \tilde{\mu}_{k}=1} \ln G_{k, \tilde{\mu}_{k}=1} d v \leq \int f_{k} \ln f_{k} d v
$$

for $k=1,2$, see [3], where $G_{k, \tilde{\mu}_{k}=1}$ denotes the modified Maxwell distribution where in the case of $\tilde{\mu}_{k}=1$ the tensor $\mathcal{T}_{k}$ is given by (7.57).

Theorem 7.6.4 (H-theorem for the mixture). Assume $\alpha, \delta \neq 1$. Assume $f_{1}, f_{2}>0$. Assume the relationship between the collision frequencies (7.16), the conditions for the interspecies Maxwell distribution (7.18), (7.20), (7.64) and (7.65) and the positivity of the temperatures (7.22), then

$$
\int \ln f_{1} Q_{11}\left(f_{1}, f_{1}\right)+\ln f_{1} Q_{12}\left(f_{1}, f_{2}\right) d v+\int \ln f_{2} Q_{22}\left(f_{2}, f_{2}\right)+\ln f_{2} Q_{21}\left(f_{2}, f_{1}\right) d v \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

Proof. The fact that $\int \ln f_{k} Q_{k k}\left(f_{k}, f_{k}\right) d v \leq 0, k=1,2$ is shown in the proof of the H-theorem of the single ES-BGK-model, for example in [3]. In both cases we have equality if and only if $f_{1}=M_{1}$ and $f_{2}=M_{2}$.
Let us define

$$
S\left(f_{1}, f_{2}\right):=\nu_{12} n_{2} \int \ln f_{1}\left(G_{12}-f_{1}\right) d v+\nu_{21} n_{1} \int \ln f_{2}\left(G_{21}-f_{2}\right) d v
$$

The task is to prove that $S\left(f_{1}, f_{2}\right) \leq 0$. Consider now $S\left(f_{1}, f_{2}\right)$ and apply the inequality in lemma 1.3.12 to each of the two terms in $S$.

$$
\begin{gathered}
S\left(f_{1}, f_{2}\right) \leq \nu_{12} n_{2}\left[\int G_{12} \ln G_{12} d v-\int f_{1} \ln f_{1} d v-\int G_{12} d v+\int f_{1} d v\right] \\
\quad+\nu_{21} n_{1}\left[\int G_{21} \ln G_{21} d v-\int f_{2} \ln f_{2} d v-\int G_{21} d v+\int f_{2} d v\right]
\end{gathered}
$$

with equality if and only if $f_{1}=G_{12}$ and $f_{2}=G_{21}$. If we compute the velocities of $f_{1}=G_{12}$ and $f_{2}=G_{21}$, we can deduce $u_{1}=u_{12}$ and $u_{2}=u_{21}$ which leads to $u_{1}=u_{2}$ using the definitions of $u_{12}, u_{21}$ given by (7.18) and (7.20). Analogously, computing the temperatures, we get $T_{12}=T_{21}=T_{1}=T_{2}=: T$. Finally, computing the pressure tensors, we obtain $\frac{\mathbb{P}_{1}}{n_{1}}=\frac{\mathbb{P}_{2}}{n_{2}}=T 1$, which means that we have equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal temperatures and velocities.
Since $G_{12}$ and $f_{1}$ have the same density and $G_{21}$ and $f_{2}$ have the same density too, the right-hand side reduces to

$$
\nu_{12} n_{2}\left(\int G_{12} \ln G_{12} d v-\int f_{1} \ln f_{1} d v\right)+\nu_{21} n_{1}\left(\int G_{21} \ln G_{21} d v-\int f_{2} \ln f_{2} d v\right)
$$

Since

$$
\int G \ln G d v=n \ln \left(\frac{n}{\sqrt{\operatorname{det}\left(\frac{2 \pi \mathcal{T}}{m}\right)}}\right)-\frac{3}{2} n \text { for } G=\frac{n}{\sqrt{\operatorname{det}\left(\frac{2 \pi \mathcal{T}}{m}\right)}} e^{-(v-u) \cdot\left(\frac{\mathcal{T}}{m}\right)^{-1} \cdot(v-u)}
$$

we will have that

$$
\begin{gathered}
\nu_{12} n_{2} \int G_{12} \ln G_{12} d v+\nu_{21} n_{1} \int G_{21} \ln G_{21} d v \\
\leq \nu_{21} n_{1} \int G_{2, \tilde{\mu}_{2}=1} \ln M_{2, \tilde{\mu}_{2}=1} d v+\nu_{12} n_{2} \int G_{1, \tilde{\mu}_{1}=1} \ln G_{1, \tilde{\mu}_{1}=1} d v
\end{gathered}
$$

provided that

$$
\begin{aligned}
& \nu_{12} n_{2} n_{1} \ln \frac{n_{1}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\tau_{12}}{m_{1}}\right)}}+\nu_{21} n_{2} n_{1} \ln \frac{n_{2}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\left.\tau_{21}\right)}{m_{2}}\right.}} \\
\leq & \nu_{12} n_{2} n_{1} \ln \frac{n_{1}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathbb{P}_{1}}{m_{1}}\right)}}+\nu_{21} n_{2} n_{1} \ln \frac{n_{2}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathbb{P}_{2}}{m_{2}}\right)}},
\end{aligned}
$$

which is equivalent to the condition

$$
\left(\operatorname{det} \mathcal{T}_{12}\right)^{\varepsilon}\left(\operatorname{det} \mathcal{T}_{21}\right) \geq\left(\operatorname{det} \frac{\mathbb{P}_{1}}{n_{1}}\right)^{\varepsilon} \operatorname{det} \frac{\mathbb{P}_{2}}{n_{2}}
$$

proven in lemma 7.6.3.
With this inequality we get

$$
\begin{aligned}
S\left(f_{1}, f_{2}\right) & \leq \nu_{12} n_{2}\left[\int G_{1, \tilde{\mu}_{1}=1} \ln G_{1, \tilde{\mu}_{1}=1} d v-\int f_{1} \ln f_{1} d v\right] \\
& +\nu_{21} n_{1}\left[\int G_{2, \tilde{\mu}_{2}=1} \ln G_{2, \tilde{\mu}_{2}=1} d v-\int f_{2} \ln f_{2} d v\right] \leq 0 .
\end{aligned}
$$

The last inequality follows from remark 7.6.1. Here we also have equality if and only if $f_{1}=M_{1}$ and $f_{2}=M_{2}$, but since we already noticed that equality also implies $f_{1}=G_{12}$ and $f_{2}=G_{21}$.

Define the total entropy $H\left(f_{1}, f_{2}\right)=\int\left(f_{1} \ln f_{1}+f_{2} \ln f_{2}\right) d v$. We can compute

$$
\partial_{t} H\left(f_{1}, f_{2}\right)+\nabla_{x} \cdot \int\left(f_{1} \ln f_{1}+f_{2} \ln f_{2}\right) v d v=S\left(f_{1}, f_{2}\right)
$$

by multiplying the ES-BGK equation for the species 1 by $\ln f_{1}$, the ES-BGK equation for the species 2 by $\ln f_{2}$ and integrating the sum with respect to $v$.

Corollary 7.6.5 (Entropy inequality for mixtures). Assume $f_{1}, f_{2}>0$. Assume a fast enough decay of $f$ to zero for $v \rightarrow \infty$. Assume relationship (7.16), the conditions (7.18), (7.20), (7.64) and (7.65) and the positivity of the temperatures (7.22), then we have the following entropy inequality

$$
\partial_{t}\left(\int f_{1} \ln f_{1} d v+\int f_{2} \ln f_{2} d v\right)+\nabla_{x} \cdot\left(\int v f_{1} \ln f_{1} d v+\int v f_{2} \ln f_{2} d v\right) \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocity and temperature.

In summary the ES-BGK models (7.55) and (7.58) have the five free parameters $\alpha, \delta, \tilde{\mu}_{1}, \tilde{\mu}_{2}$ and $\nu_{12}$. Let us summarize our result concerning what we expect from section 7.3. As we have seen in section 7.4 , the parameter $\nu_{12}$ will show up in the expansion of the velocities (7.47) where we expect the diffusion coefficient. The parameters $\alpha$ and $\delta$ will show up in the expansion of the heat fluxes (7.43) where we expect the heat conductivity and the heat flux. From the motivation in the case of one species in section 7.1, we observe that the ES-BGK extension has the effect that the parameters $\tilde{\mu}_{1}$ and $\tilde{\mu}_{2}$ will show up in the expansion of the pressure tensors (7.50) and (7.51) where we expect the viscosity coefficient.

## Chapter 8

## Application to polyatomic mixtures

In this chapter we shall concern ourselves with a kinetic description of gas mixtures for polyatomic molecules. Evolution of a polyatomic gas is very important in applications, for instance air consists of a gas mixture of polyatomic molecules. But, most kinetic models modelling air deal with the case of a mono-atomic gas consisting of only one species.

In the literature one can find two types of models for one species of polyatomic molecules. There are models which contain a sum of collision terms on the right-hand side corresponding to the elastic and inelastic collisions. Examples are the models of Rykov [76], Holway [54] and Morse [68]. The other type of models contain only one collision term on the right-hand side taking into account both elastic and inelastic interactions. Examples for this are Bernard, Iollo, Puppo [14] and the model by Bisi and Caceres [18]. In this chapter we want to extend the model of Bernard, Iollo and Puppo [14] from one species of molecules to a gas mixture of polyatomic molecules. In contrast to mono-atomic molecules, in a polyatomic gas, energy is not entirely stored in the kinetic energy of its molecules but also in their rotational and vibrational modes. For simplification we present the model in the case of two species. We allow the two species to have different degrees of freedom in internal energy. For example, we may consider a mixture consisting of a mono-atomic and a diatomic gas. In addition, we want to model it via an ES-BGK approach in order to reproduce the correct Boltzmann hydrodynamic regime close to the asymptotic continuum limit. The ES-BGK approximation was suggested by Holway in the case of one species [54]. The H-theorem of this model then was proven in [2]. Brull and Schneider relate this model to a minimization problem in [23]. This model presented here for polyatomic molecules is also described in [60] by Klingenberg, Pirner and Puppo.

The outline of this chapter is as follows: in section 8.1 we will present the extension of the BGK model for one species of polyatomic molecules from [14] to two species of polyatomic molecules. In section 8.2, we extend it to an ES-BGK model and check if it is well-defined. In sections 8.2 .1 to 8.2 . 4 we prove the conservation properties and the H-theorem. We show the positivity of all temperatures and quantify the structure of the equilibrium. In section 8.3, we compare our model reduced to one species with an other model presented in the literature from [2] which considers an ES-BGK model for one species of polyatomic molecules. In section 8.4.1 we apply the method of Chu reduction to our model in order to reduce the complexity of the variables for the rotational and vibrational energy degrees of freedom for numerical purposes. In section 8.4.2 we give an application in the case of a mono-atomic and a diatomic molecule. In section 8.5 we show that with a polyatomic model we are able
to capture an equation of state which is different to the ideal gas law. In section 8.6 we conclude with existence and uniqueness results.

### 8.1 The BGK approximation for polyatomic mixtures

For simplicity in the following we consider a mixture composed of two different species. Let $x \in \mathbb{R}^{d}$ and $v \in \mathbb{R}^{d}, d \in \mathbb{N}$ be the phase space variables and $t \geq 0$ the time. Let $M$ be the total number of different rotational and vibrational degrees of freedom and $l_{k}$ the number of rotational and vibrational degrees of freedom of species $k, k=1,2$. Note that the sum $l_{1}+l_{2}$ is not necessarily equal to $M$, because $M$ counts only the different degrees of freedom in the internal energy, $l_{1}+l_{2}$ counts all degrees of freedom in the internal energy. For example, consider two species consisting of diatomic molecules which have two rotational degrees of freedom. In addition, the second species has one vibrational degree of freedom. Then we have $M=3, l_{1}=2, l_{2}=3$. Further, $\eta \in \mathbb{R}^{M}$ is the variable for the internal energy degrees of freedom, $\eta_{l_{k}} \in \mathbb{R}^{M}$ coincides with $\eta$ in the components corresponding to the internal degrees of freedom of species $k$ and is zero in the other components.

Since we want to describe two different species, our kinetic model has two distribution functions $f_{1}\left(x, v, \eta_{l_{1}}, t\right)>0$ and $f_{2}\left(x, v, \eta_{l_{2}}, t\right)>0$. Furthermore, we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}$, $k=1,2$ as follows

$$
\int f_{k}\left(v, \eta_{l_{k}}\right)\left(\begin{array}{c}
1  \tag{8.1}\\
v \\
\eta_{l_{k}} \\
m_{k}\left|v-u_{k}\right|^{2} \\
m_{k}\left|\eta_{l_{k}}-\bar{\eta}_{k}\right|^{2} \\
m_{k}\left(v-u_{k}\right) \otimes\left(v-u_{k}\right)
\end{array}\right) d v d \eta_{l_{k}}=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
n_{k} \bar{\eta}_{k} \\
d n_{k} T_{k}^{\text {trans }} \\
l_{k} n_{k} T_{k}^{\text {rot }} \\
\mathbb{P}_{k}
\end{array}\right), \quad k=1,2
$$

where $n_{k}$ is the number density, $u_{k}$ the mean velocity and $T_{k}^{\text {trans }}$ the temperature of the translation, $T_{k}^{r o t}$ the temperature of the rotation and vibration and $\mathbb{P}_{k}$ the pressure tensor of species $k, k=1,2$. Note that in this chapter we shall write $T_{k}^{\text {trans }}$ and $T_{k}^{\text {rot }}$ instead of $k_{B} T_{k}^{\text {trans }}$ and $k_{B} T_{k}^{\text {rot }}$, where $k_{B}$ is Boltzmann's constant. In the following, we will require $\bar{\eta}_{k}=0$, which means that the energy in rotations clockwise is the same as in rotations counter clockwise. Similar for vibrations.

First, we are interested in a BGK approximation of the interaction terms and write the model as:

$$
\begin{align*}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\nu_{11} n_{1}\left(M_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right) \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\nu_{22} n_{2}\left(M_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right) \tag{8.2}
\end{align*}
$$

with the Maxwell distributions

$$
\begin{align*}
& M_{k}\left(x, v, \eta_{l_{k}}, t\right)=\frac{n_{k}}{\sqrt{2 \pi \frac{\Lambda_{k}}{m_{k}}} d} \frac{1}{\sqrt{2 \pi \frac{\Theta_{k}}{m_{k}}} l_{k}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{\Lambda_{k}}{m_{k}}}-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{\Theta_{k}}{m_{k}}}\right), \quad k=1,2, \\
& M_{12}\left(x, v, \eta_{l_{1}}, t\right)=\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda_{12}}{m_{1}}} d} \frac{1}{\sqrt{2 \pi \frac{\Theta_{12}}{m_{1}}} l_{1}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{\Lambda_{12}}{m_{1}}}-\frac{\left|\eta_{l_{1}}\right|^{2}}{2 \frac{\Theta_{12}}{m_{1}}}\right), \\
& M_{21}\left(x, v, \eta_{l_{2}}, t\right)=\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}} d} \frac{1}{\sqrt{2 \pi \frac{\Theta_{21}}{m_{2}}} l_{2}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{\Lambda_{21}}{m_{2}}}-\frac{\left|\eta_{l_{2}}\right|^{2}}{2 \frac{\Theta_{21}}{m_{2}}}\right) . \tag{8.3}
\end{align*}
$$

The quantities in the Maxwell distributions will be defined on the following page. The quantities $\nu_{11} n_{1}$ and $\nu_{22} n_{2}$ are the collision frequencies of the particles of each species with itself, while $\nu_{12} n_{2}$ and $\nu_{21} n_{1}$ are related to interspecies collisions. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{equation*}
\nu_{12}=\varepsilon \nu_{21}, \quad 0<\frac{l_{1}}{l_{1}+l_{2}} \varepsilon \leq 1 \tag{8.4}
\end{equation*}
$$

The restriction $\frac{l_{1}}{l_{1}+l_{2}} \varepsilon \leq 1$ is without loss of generality. If $\frac{l_{1}}{l_{1}+l_{2}} \varepsilon>1$, exchange the notation 1 and 2 and choose $\frac{1}{\varepsilon}$ as new $\varepsilon$. In addition, we assume that all collision frequencies are positive.

Since rotational/vibrational and translational degrees of freedom relax at a different rate, $T_{k}^{\text {trans }}$ and $T_{k}^{\text {rot }}$ will first relax to partial temperatures $\Lambda_{k}$ and $\Theta_{k}$, respectively. Conservation of internal energy then requires that at each time

$$
\begin{equation*}
\frac{d}{2} n_{k} \Lambda_{k}=\frac{d}{2} n_{k} T_{k}^{\text {trans }}+\frac{l_{k}}{2} n_{k} T_{k}^{\text {rot }}-\frac{l_{k}}{2} n_{k} \Theta_{k}, \quad k=1,2 \tag{8.5}
\end{equation*}
$$

Thus, $\Lambda_{k}$ can be written as a function of $\Theta_{k}$. In equilibrium we expect the two temperatures $\Lambda_{k}$ and $\Theta_{k}$ to coincide, so we close the system by adding the equations

$$
\begin{align*}
\partial_{t} M_{k}+v \cdot \nabla_{x} M_{k}=\frac{\nu_{k k} n_{k}}{Z_{r}^{k}} \frac{d+l_{k}}{d}\left(\tilde{M}_{k}-M_{k}\right) & +\nu_{k k} n_{k}\left(M_{k}-f_{k}\right)  \tag{8.6}\\
& +\nu_{k j} n_{j}\left(M_{k j}-f_{k}\right)
\end{align*}
$$

for $k, j=1,2, j \neq k$, where $Z_{r}^{k}$ are given parameters corresponding to the different rates of decays of translational and rotational/vibrational degrees of freedom. Here $M_{k}$ is given by

$$
\begin{equation*}
M_{k}\left(x, v, \eta_{l_{k}}, t\right)=\frac{n_{k}}{\sqrt{2 \pi \frac{\Lambda_{k}}{m_{k}}}} \frac{1}{\sqrt{2 \pi \frac{\Theta_{k}}{m_{k}}} l_{k}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{\Lambda_{k}}{m_{k}}}-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{\Theta_{k}}{m_{k}}}\right), \quad k=1,2 \tag{8.7}
\end{equation*}
$$
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and $\tilde{M}_{k}$ is given by

$$
\begin{equation*}
\tilde{M}_{k}=\frac{n_{k}}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}} d+l_{k}} \exp \left(-\frac{m_{k}\left|v-u_{k}\right|^{2}}{2 T_{k}}-\frac{m_{k}\left|\eta_{l_{k}}\right|^{2}}{2 T_{k}}\right), \quad k=1,2, \tag{8.8}
\end{equation*}
$$

where $T_{k}$ is the total equilibrium temperature and is given by

$$
\begin{equation*}
T_{k}:=\frac{d \Lambda_{k}+l_{k} \Theta_{k}}{d+l_{k}}=\frac{d T_{k}^{\text {trans }}+l_{k} T_{k}^{r o t}}{d+l_{k}} \tag{8.9}
\end{equation*}
$$

The second inequality follows from (8.5). If we multiply (8.6) by $\left|\eta_{l_{k}}\right|^{2}$, integrate with respect to $v$ and $\eta_{l_{k}}$ and use (8.9), we obtain

$$
\begin{align*}
\partial_{t}\left(n_{k} \Theta_{k}\right)+\nabla_{x} \cdot\left(n_{k} \Theta_{k} u_{k}\right)=\frac{\nu_{k k} n_{k}}{Z_{r}^{k}} n_{k}\left(\Lambda_{k}-\Theta_{k}\right) & +\nu_{k k} n_{k} n_{k}\left(\Theta_{k}-T_{k}^{r o t}\right)  \tag{8.10}\\
& +\nu_{k j} n_{j} n_{k}\left(\Theta_{k j}-T_{k}^{r o t}\right)
\end{align*}
$$

for $k, j=1,2, j \neq k$. We obtain a macroscopic equation which describes the relaxation of the temperature $\Theta_{k}$ towards the temperature $\Lambda_{k}$ and the relaxation of $\Theta_{k}$ towards the rotational and vibrational temperature $T_{k}^{r o t}$ and of $T_{k}^{r o t}$ relaxing towards the mixture temperature $\Theta_{k j}$ in accordance with equation (8.2). Note that equation (8.10) together with mass, momentum and total energy conservation, is equivalent to (8.6). In addition, (8.2) and (8.10) are consistent. If we multiply the equations for species $k$ of (8.2) and (8.10) by $v$ and integrate with respect to $v$, we get in both cases for the right-hand side

$$
\nu_{k j} n_{k} n_{j}\left(u_{j k}-u_{j}\right),
$$

and if we compute the total internal energy of both equations, we obtain in both cases

$$
\frac{1}{2} \nu_{k j} n_{k} n_{j}\left[d \Lambda_{j k}+l_{j} \Theta_{j k}-\left(d \Lambda_{j}+l_{j} \Theta_{j}\right)\right] .
$$

We will see this in theorem 8.2.3.
We recall that we assume that the mean-values of the momentum due to the internal degrees of freedom $\bar{\eta}_{1}, \bar{\eta}_{2}, \bar{\eta}_{12}$ and $\bar{\eta}_{21}$ are assumed to be zero. The structure of the collision terms ensures that at equilibrium or when $\nu_{k j} \rightarrow \infty$ the distribution functions become Maxwell distributions. With this choice of the Maxwell distributions $M_{1}$ and $M_{2}$ have the same densities, mean velocities and internal energies as $f_{1}$ and $f_{2}$, respectively. This guarantees the conservation of mass, momentum and energy (especially internal energy) in interactions of one species with itself. The remaining parameters $u_{12}, u_{21}, \Lambda_{12}, \Lambda_{21}, \Theta_{12}$ and $\Theta_{21}$ will be determined further down using conservation of the number of particles, total momentum and total energy, together with some symmetry considerations.

### 8.2 Extension to an ES-BGK model

As we know from chapter 7 that a drawback of the BGK approximation is its incapability of reproducing the correct Boltzmann hydrodynamic regime in the asymptotic continuum limit. In the polyatomic model we want to keep it as simple as possible and replace only the collision operators which represent the collisions of a species with itself by the ES-BGK collision operator. Other possible extensions are illustrated in the mono-atomic case for gas mixtures in chapter 7 and [62]. In this standard ES-BGK model, the scalar temperature $T_{k}^{\text {trans }}$ is related to the distribution function $f_{k}$ in the Maxwell distributions $M_{k}$ and will be replaced by a linear combination of the temperature $T_{k}^{\text {trans }}$ and the pressure tensor $\mathbb{P}_{k}$. In the polyatomic case described in this chapter the translational temperature $T_{k}^{\text {trans }}$ is different from the temperature $\Lambda_{k}$ of the Maxwell distributions $M_{k}$ given by (8.7). Now, we want to extend this temperature $\Lambda_{k}$ to a tensor $\Lambda_{k}^{t e n}$ with $\operatorname{Tr}\left(\Lambda_{k}^{\text {ten }}\right)=n_{k} \Lambda_{k}$ such that again we can consider a linear combination of the temperature $\Lambda_{k}$ and the tensor $\Lambda_{k}^{t e n}$. In the BGK case described in the previous section we determined the time evolution of $\Theta_{k}$ by considering equation (8.6) with the Maxwell distribution $M_{k}$ given by (8.7) and the Maxwell distribution $\widetilde{M}_{k}$ given by (8.8) with the total equilibrium temperature $T_{k}$ given by (8.9). This led to a time evolution of $\Theta_{k}$ given by (8.10). $\Lambda_{k}$ is then obtained by (8.5). Now, in the ES-BGK case we determine the time evolution of $\Lambda_{k}^{\text {ten }}$ by considering the equation

$$
\begin{equation*}
\partial_{t} \widehat{G}_{k}+v \cdot \nabla_{x} \widehat{G}_{k}=\frac{\nu_{k k} n_{k}}{Z_{r}^{k}} \frac{d+l_{k}}{d}\left(\widetilde{G}_{k}-\widehat{G}_{k}\right)+\nu_{k k} n_{k}\left(G_{k}-f_{k}\right)+\nu_{k j} n_{j}\left(M_{k j}-f_{k}\right), \tag{8.11}
\end{equation*}
$$

for $k=1,2$, with the extended Maxwell distribution $\widehat{G}_{k}$ given by

$$
\begin{equation*}
\widehat{G}_{k}=\frac{n_{k}}{\left.\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{k}^{t e n}}{m_{k}}\right.}\right)} \frac{1}{\sqrt{2 \pi \frac{T_{k}^{r o t}}{m_{k}}}} \exp \left(-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{\Lambda_{k}^{t e n}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)-\frac{m_{k}\left|\eta_{l_{k}}\right|^{2}}{2 \Theta_{k}}\right), \tag{8.12}
\end{equation*}
$$

for $k=1,2$, and the extended Maxwell distribution $\widetilde{G}_{k}$ given by

$$
\begin{equation*}
\widetilde{G}_{k}=\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{T_{k}^{t e n}}{m_{k}}\right)}} \frac{1}{\sqrt{2 \frac{T_{k}}{m_{k}}} l_{k}} \exp \left(-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{T_{k}^{t e n}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)-\frac{1}{2} \frac{m_{k}\left|\eta_{l_{k}}\right|^{2}}{T_{k}}\right), \tag{8.13}
\end{equation*}
$$

and the extended Maxwell distribution

We define $\Lambda_{k}^{E S}$ in the function $G_{k}$ as a linear combination of $\Lambda_{k}$ and $\Lambda_{k}^{t e n}$ given by

$$
\Lambda_{k}^{E S}=\left(1-\tilde{\mu}_{k}\right) \Lambda_{k} \mathbb{1}_{n}+\tilde{\mu}_{k} \frac{\Lambda_{k}^{t e n}}{n_{k}}, \quad k=1,2
$$

with $\tilde{\mu}_{k} \in \mathbb{R}, k=1,2$ being free parameters which can be chosen in a way to fit physical parameters in the Navier-Stokes equations like the viscosity coefficient, ana-
logously as in the standard ES-BGK model. The function $\widetilde{G}_{k}$ has the total equilibrium temperature $T_{k}$ and the pressure tensor of $f_{k}$ on the off-diagonals, namely

$$
\begin{array}{ll}
\left(T_{k}^{t e n}\right)_{i i}=T_{k} & \text { for } \quad i=1, \ldots, d, \\
\left(T_{k}^{t e n}\right)_{i j}=\frac{d}{d+l_{k}}\left(\frac{\mathbb{P}_{k}}{n_{k}}\right)_{i j} & \text { for } \quad i, j=1, \ldots, d, i \neq j \tag{8.15}
\end{array}
$$

The factor $\frac{d}{d+l_{k}}$ in front of $\mathbb{P}_{k}$ in the definition of $T_{k}^{t e n}$ has the following reason. The temperature $T_{k}$ given by (8.9) is a convex combination of $T_{k}^{\text {trans }}$ and $T_{k}^{\text {rot }}$. Now, the off-diagonal elements of $T_{k}^{\text {ten }}$ have the same structure. It is a convex combination of the pressure tensor $\mathbb{P}_{k}$ and the tensor corresponding to the rotational and vibrational temperature. But since the rotational effects are diagonal, we have $\left(T_{k}^{\text {ten }}\right)_{i j}=\frac{d}{d+l_{k}}\left(\mathbb{P}_{k}\right)_{i j}+\frac{l_{k}}{d+l_{k}} 0$ for $i \neq j$.

We only extend $\Lambda_{k}$ to a tensor and keep $\Theta_{k}$ as it is. This has the following reason. Since we assumed $\bar{\eta}_{l k}=0$, the microscopic velocities related to the internal degrees of freedom are symmetric and then we do not distinguish different directions as we do in the translational degrees of freedom.

Equation (8.11) leads to a time evolution of $\Lambda_{k}^{t e n}$ given by

$$
\begin{align*}
\partial_{t}\left(n_{k}\left(\Lambda_{k}^{t e n}\right)_{i j}\right) & +\nabla_{x} \cdot\left(n_{k}\left(\left(\Lambda_{k}^{t e n}\right)_{i j}\right) u_{k}\right)=\frac{\nu_{k k} n_{k}}{Z_{r}^{k}} \frac{d+l_{k}}{d} n_{k}\left(\left(T_{k}^{t e n}\right)_{i j}-\left(\Lambda_{k}^{t e n}\right)_{i j}\right) \\
& +\nu_{k k} n_{k} n_{k}\left(\left(\Lambda_{k}^{E S}\right)_{i j}-\left(\mathbb{P}_{k}\right)_{i j}\right)+\nu_{k j} n_{j} n_{k}\left(\Theta_{k j}-T_{k}^{r o t}\right) \delta_{i j} \tag{8.16}
\end{align*}
$$

for $k=1,2$ and $i, j=1, \ldots, d$. We determine the time evolution of $f_{k}$ in the ES-BGK case by

$$
\begin{equation*}
\partial_{t} f_{k}+v \cdot \nabla_{x} f_{k}=\nu_{k k} n_{k}\left(G_{k}\left(f_{k}\right)-f_{k}\right)+\nu_{k j} n_{j}\left(M_{k j}\left(f_{k}, f_{j}\right)-f_{k}\right), \tag{8.17}
\end{equation*}
$$

for $k, j=1,2, k \neq j$. For further references we denote the relaxation operators by $Q_{11}, Q_{12}, Q_{21}$ and $Q_{22}$.

Since $G_{k}$ involves the term $\left(\Lambda_{k}^{E S}\right)^{-1}$ and $\widetilde{G}_{k}$ involves the term $\left(T_{k}^{t e n}\right)^{-1}$ we have to check if $\Lambda_{k}^{E S}$ and $T_{k}^{t e n}$ are invertible.

Lemma 8.2.1. Assume that $f_{k}$ and $\widehat{G}_{k}$ are positive solutions to (8.17) and (8.11). Then $\Lambda_{k}^{\text {ten }}$ and $T_{k}^{t e n}$ have strictly positive eigenvalues. Especially, the symmetric matrix $T_{k}^{t e n}$ is invertible.

Proof. Let $y \in \mathbb{R}^{d} \backslash\{0\}$, then

$$
\begin{aligned}
y \cdot \Lambda_{k}^{t e n} \cdot y & =\sum_{i, j=1}^{d} y_{i}\left(\Lambda_{k}^{t e n}\right)_{i j} y_{j}=\sum_{i, j=1}^{d} y_{i} \int\left(v_{i}-u_{k, i}\right)\left(v_{j}-u_{k, j}\right) \widehat{G}_{k} y_{j} d v \\
& =\int\left(\sum_{i=1}^{d} y_{i}\left(v_{i}-u_{k, i}\right)\right)^{2} \widehat{G}_{k} d v \geq 0
\end{aligned}
$$

The inequality is true since we assumed that $\widehat{G}_{k}$ is a positive solution to (8.6). If we use equation (8.9) and (8.5)

$$
\begin{aligned}
y \cdot T_{k}^{t e n} \cdot y & =\sum_{i, j=1}^{d} y_{i}\left(T_{k}^{t e n}\right)_{i j} y_{j}=\sum_{\substack{i, j=1 \\
i \neq j}}^{d} y_{i} \int\left(v_{i}-u_{k, i}\right)\left(v_{j}-u_{k, j}\right) f_{k} y_{j} d v+\sum_{i=1}^{d} y_{i} T_{k} y_{i} \\
& =\sum_{i, j=1}^{d} y_{i} \int\left(v_{i}-u_{k, i}\right)\left(v_{j}-u_{k, j}\right) f_{k} y_{j} d v-\sum_{i=1}^{d} y_{i} T_{k}^{t r a n s} y_{i}+\sum_{i=1}^{d} y_{i} \frac{d \Lambda_{k}+l_{k} \Theta_{k}}{d+l_{k}} y_{i} \\
& =\int\left(\sum_{i=1}^{d} y_{i}\left(v_{i}-u_{k, i}\right)\right)^{2} f_{k} d v+\sum_{i=1}^{d} y_{i} T_{k}^{r o t} y_{i} \geq 0,
\end{aligned}
$$

where $T_{k}^{r o t}>0$ because $T_{k}^{r o t}$ is defined via a positive integral of $f_{k}$, see the definition in (8.1). We even have strict inequality since $\left\{y_{i}\left(v-u_{i}\right)\right\}_{i=1}^{d}$ are linearly independent.

With the previous lemma, we can prove that $\Lambda_{k}^{E S}$ is positive. This is the next theorem. Positivity is also proven in [3] for the one species case, but for a different variant of an ES-BGK model.

Theorem 8.2.2. Assume that $f_{k}>0$ and $-\frac{1}{d-1} \leq \tilde{\mu}_{k} \leq 1$. Then $\Lambda_{k}^{E S}$ has strictly positive eigenvalues. Especially $\Lambda_{k}^{E S}$ is invertible.

Proof. Since $\Lambda_{k}^{\text {ten }}$ is symmetric there exists an invertible matrix $S_{k}$ such that $\widetilde{\Lambda_{k}^{\text {ten }}}=$ $S_{k} \Lambda_{k}^{\text {ten }} S_{k}^{-1}$ with a diagonal matrix $\widetilde{\Lambda_{k}^{\text {ten }}}$. Then $\widetilde{\Lambda_{k}^{E S}}:=S_{k} \Lambda_{k}^{E S} S_{k}^{-1}$ is also diagonal since

$$
\widetilde{\Lambda_{k}^{E S}}=S_{k} \Lambda_{k}^{E S} S_{k}^{-1}=\left(1-\tilde{\mu}_{k}\right) \Lambda_{k} \mathbb{1}+\tilde{\mu}_{k} \widetilde{\Lambda_{k}^{t e n}}
$$

Here we can see that the eigenvalues of $\widetilde{\Lambda_{k}^{E S}}$ are a linear combination of $\Lambda_{k}$ and the eigenvalues of $\widetilde{\Lambda_{k}^{\text {ten }}}$ which coincide with the eigenvalues of $\Lambda_{k}^{\text {ten }}$. We denote the eigenvalues of $\Lambda_{k}^{t e n}$ by $\lambda_{k, 1}, \lambda_{k, 2}, \ldots, \lambda_{k, d}$. Then by definition of $\Lambda_{k}$ and $\Lambda_{k}^{t e n}$ we have

$$
d \Lambda_{k}=\operatorname{Tr}\left(\Lambda_{k}^{t e n}\right)=\lambda_{k, 1}+\lambda_{k, 2}+\cdots+\lambda_{k, d} .
$$

This means for the eigenvalues of $\Lambda_{k}^{E S}$ denoted by $\tau_{k, i}$ :

$$
\tau_{k, i}=\frac{1-\tilde{\mu}_{k}}{d} \sum_{j=1}^{d} \lambda_{k, j}+\tilde{\mu}_{k} \lambda_{k, i}=\frac{1+(d-1) \tilde{\mu}_{k}}{d} \lambda_{k, i}+\frac{1-\tilde{\mu}_{k}}{d} \sum_{j=1, j \neq i}^{d} \lambda_{k, j}, \quad i=1,2,3 .
$$

Since $\lambda_{k, 1}, \lambda_{k, 2}, \ldots, \lambda_{k, d}$ are strictly positive, the eigenvalues of $\Lambda_{k}^{E S}$ are strictly positive, when $1+(d-1) \tilde{\mu}_{k}$ and $1-\tilde{\mu}_{k}$ are positive. Since we restricted $\tilde{\mu}_{k}$ to $-\frac{1}{d-1} \leq \tilde{\mu}_{k} \leq 1, \Lambda_{k}^{E S}$ is strictly positive.

### 8.2.1 Conservation properties

Conservation of the number of particles and total momentum of the BGK model for mixtures described in section 8.1 are shown in the same way as in the case of mono-atomic molecules. In the extension described in section 8.2 these conservation properties are still satisfied since $G_{1}$ and $G_{2}$ have the same density, mean velocity and internal energy as $f_{1}$ and $f_{2}$, respectively. Conservation of the number of particles and of total momentum are guaranteed by the following choice of the mixture parameters:

If we assume that

$$
\begin{equation*}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \tag{8.18}
\end{equation*}
$$

we have conservation of the number of particles, see theorem 2.1.1. If we further assume that $u_{12}$ is a linear combination of $u_{1}$ and $u_{2}$

$$
\begin{equation*}
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R} \tag{8.19}
\end{equation*}
$$

then we have conservation of total momentum provided that

$$
\begin{equation*}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right) \tag{8.20}
\end{equation*}
$$

see theorem 2.1.2.
In the case of total energy we have a difference for the polyatomic case compared to the mono-atomic one. So we explicitly consider this in the following theorem.

Theorem 8.2.3 (Conservation of total energy). Assume (8.4), conditions (8.18), (8.19) and (8.20) and assume that $\Lambda_{12}$ and $\Theta_{12}$ are of the following form

$$
\begin{align*}
& \Lambda_{12}=\alpha \Lambda_{1}+(1-\alpha) \Lambda_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0 \\
& \Theta_{12}=\frac{l_{1} \Theta_{1}+l_{2} \Theta_{2}}{l_{1}+l_{2}} \tag{8.21}
\end{align*}
$$

Then we have conservation of total energy

$$
\begin{array}{r}
\int \frac{m_{1}}{2}\left(|v|^{2}+\left|\eta_{l_{1}}\right|^{2}\right)\left(Q_{11}\left(f_{1}, f_{1}\right)+Q_{12}\left(f_{1}, f_{2}\right)\right) d v d \eta_{l_{1}} \\
+\int \frac{m_{2}}{2}\left(|v|^{2}+\left|\eta_{l_{2}}\right|^{2}\right)\left(Q_{22}\left(f_{2}, f_{2}\right)+Q_{21}\left(f_{2}, f_{1}\right)\right) d v d \eta_{l_{2}}=0
\end{array}
$$

provided that

$$
\begin{align*}
& \Lambda_{21}+\frac{l_{2}}{d} \Theta_{21}=\left[\frac{1}{d} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}  \tag{8.22}\\
&+\varepsilon(1-\alpha) \Lambda_{1}+(1-\varepsilon(1-\alpha)) \Lambda_{2}+\frac{1}{d} \varepsilon \frac{l_{1} l_{2}}{l_{1}+l_{2}} \Theta_{1}+\frac{1}{d}\left(l_{2}-\varepsilon \frac{l_{1} l_{2}}{l_{1}+l_{2}}\right) \Theta_{2}
\end{align*}
$$

Proof. Using the energy exchange of species 1 and equation (8.5), we obtain

$$
\begin{aligned}
& F_{E_{1,2}}:=\int \frac{m_{1}}{2}\left(|v|^{2}+\left|\eta_{l_{1}}\right|^{2}\right) \nu_{11} n_{1}\left(G_{1}-f_{1}\right) d v d \eta_{l_{1}} \\
&+\int \frac{m_{1}}{2}\left(|v|^{2}+\left|\eta_{l_{1}}\right|^{2}\right) \nu_{12} n_{2}\left(M_{12}-f_{1}\right) d v d \eta_{l_{1}} \\
&=\varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left(\left|u_{12}\right|^{2}-\left|u_{1}\right|^{2}\right)+ \frac{d}{2} \varepsilon \nu_{21} n_{1} n_{2}\left(\Lambda_{12}-T_{1}^{\text {trans }}\right) \\
&+\frac{l_{1}}{2} \varepsilon \nu_{21} n_{1} n_{2}\left(\Theta_{12}-T_{1}^{\text {rot }}\right) \\
&=\varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left(\left|u_{12}\right|^{2}-\left|u_{1}\right|^{2}\right)+ \frac{d}{2} \varepsilon \nu_{21} n_{1} n_{2}\left(\Lambda_{12}-\Lambda_{1}\right) \\
&+\frac{l_{1}}{2} \varepsilon \nu_{21} n_{1} n_{2}\left(\Theta_{12}-\Theta_{1}\right) .
\end{aligned}
$$

Next, we will insert the definitions of $u_{12}, \Lambda_{12}$ and $\Theta_{12}$ given by (8.19) and (8.21). Analogously the energy exchange of species 2 towards 1 is

$$
F_{E_{2,1}}=\nu_{21} \frac{1}{2} n_{2} n_{1} m_{2}\left(\left|u_{21}\right|^{2}-\left|u_{2}\right|^{2}\right)+\frac{d}{2} \nu_{21} n_{1} n_{2}\left(\Lambda_{21}-\Lambda_{2}\right)+\frac{l_{2}}{2} \nu_{21} n_{1} n_{2}\left(\Theta_{21}-\Theta_{2}\right)
$$

Substitute $u_{21}$ with (8.20) and $\Lambda_{21}+\frac{l_{2}}{d} \Theta_{21}$ from (8.22). This permits to rewrite the energy exchange as

$$
\begin{align*}
& F_{E_{1,2}}=\varepsilon \nu_{21} \frac{1}{2} n_{2} n_{1} m_{1}\left[\left(\delta^{2}-1\right)\left|u_{1}\right|^{2}+(1-\delta)^{2}\left|u_{2}\right|^{2}+2 \delta(1-\delta) u_{1} \cdot u_{2}\right] \\
& +\frac{1}{2} \varepsilon \nu_{21} n_{1} n_{2}\left[(1-\alpha) d\left(\Lambda_{2}-\Lambda_{1}\right)+\frac{l_{1} l_{2}}{l_{1}+l_{2}}\left(\Theta_{2}-\Theta_{1}\right)+\gamma d\left|u_{1}-u_{2}\right|^{2}\right]  \tag{8.23}\\
& F_{E_{2,1}}=\frac{1}{2} \nu_{21} m_{2} n_{1} n_{2}\left[\left(\left(1-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right)^{2}-1\right)\left|u_{2}\right|^{2}+\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)\right)^{2}\left|u_{1}\right|^{2}\right. \\
& \left.\quad+2\left(1-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\right) \frac{m_{1}}{m_{2}} \varepsilon(1-\delta) u_{1} \cdot u_{2}\right]+\frac{1}{2} \nu_{21} n_{1} n_{2}\left[\varepsilon(1-\alpha) d\left(\Lambda_{1}-\Lambda_{2}\right)\right. \\
& \left.+\varepsilon \frac{l_{1} l_{2}}{l_{1}+l_{2}}\left(\Theta_{1}-\Theta_{2}\right)+\left(\varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma d\right)\left|u_{1}-u_{2}\right|^{2}\right] \tag{8.24}
\end{align*}
$$

Adding these two terms, we see that the total energy is conserved.
Remark 8.2.1. Since we assumed $\bar{\eta}_{l_{1}}=\bar{\eta}_{l_{2}}=0$, we expect no exchange terms of the form $\bar{\eta}_{l_{2}}-\bar{\eta}_{l_{1}}$ in the momentum equation or a corresponding internal energy exchange in the energy equation. Furthermore, for this reason, we did not add a term of the form $\left|\bar{\eta}_{l_{1}}-\bar{\eta}_{l_{2}}\right|^{2}$ in the definitions of the mixture temperatures (8.21).

Remark 8.2.2. The energy flux between the two species is zero if and only if $u_{1}=u_{2}$, $\Lambda_{1}=\Lambda_{2}, \Theta_{1}=\Theta_{2}$ provided that $\alpha, \delta<1$ and $\gamma>0$.

From conservation of total energy we get only one condition on $\Lambda_{21}+\frac{l_{2}}{d} \Theta_{21}$ given by (8.22), but not an explicit formula for $\Lambda_{21}$ and $\Theta_{21}$. In order to keep the model symmetric we again separate the temperatures corresponding to the translational part and the one corresponding to the rotational and vibrational part and choose

$$
\begin{align*}
\Lambda_{21} & =\varepsilon(1-\alpha) \Lambda_{1}+(1-\varepsilon(1-\alpha)) \Lambda_{2} \\
& +\left[\frac{1}{d} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2}  \tag{8.25}\\
\Theta_{21} & =\left(1-\varepsilon \frac{l_{1}}{l_{1}+l_{2}}\right) \Theta_{2}+\varepsilon \frac{l_{1}}{l_{1}+l_{2}} \Theta_{1} . \tag{8.26}
\end{align*}
$$

Remark 8.2.3. If $l_{1}=l_{2}$, we have $\Theta_{12}=\frac{1}{2}\left(\Theta_{1}+\Theta_{2}\right)$. We then find $\Theta_{21}=\Theta_{12}$ if the two species have the same interspecies collision frequency $(\varepsilon=1)$.

Remark 8.2.4. The fact that we only consider the two species case is just for simplicity. We can also extend the model to more than two species, because we assume that we only have binary interactions. So if we consider collision terms given by

$$
\nu_{i i} n_{i}\left(G_{i}-f_{i}\right)+\sum_{j \neq i}^{N} \nu_{i j} n_{j}\left(G_{i j}-f_{i}\right), \quad i=1, \ldots, N
$$

we expect that we have conservation of total momentum and total energy in every interaction of species $i$ with species $j$. This means we require

$$
\int\binom{v}{v^{2}} \nu_{i j} n_{j}\left(G_{i j}-f_{i}\right) d v+\int\binom{v}{v^{2}} \nu_{j i} n_{i}\left(G_{j i}-f_{j}\right) d v=0
$$

for every $i, j=1, \ldots N, i \neq j$ and so it reduces to the two species case.

### 8.2.2 Positivity of the temperatures

Theorem 8.2.4. Assume that $f_{1}\left(x, v, \eta_{l_{1}}, t\right), f_{2}\left(x, v, \eta_{l_{2}}, t\right)>0$. Then all temperatures $\Lambda_{1}, \Lambda_{2}, \Theta_{1}, \Theta_{2}, \Lambda_{12}, \Theta_{12}$ given by (8.21), and $\Lambda_{21}, \Theta_{21}$ determined by (8.25), (8.26) are positive provided that

$$
\begin{equation*}
0 \leq \gamma \leq \frac{m_{1}}{d}(1-\delta)\left[\left(1+\frac{m_{1}}{m_{2}} \varepsilon\right) \delta+1-\frac{m_{1}}{m_{2}} \varepsilon\right] . \tag{8.27}
\end{equation*}
$$

Proof. The temperatures $\Lambda_{1}, \Lambda_{2}, \Theta_{1}, \Theta_{2}, \Lambda_{12}, \Theta_{12}$ and $\Theta_{21}$ are positive by definition because they are integrals of positive functions. Thus, the only thing is to check the temperature $\Lambda_{21}$ in (8.25). This is done in theorem 2.1.4 for $d=3$, so we skip the proof here. The resulting condition is given by (8.27).

Remark 8.2.5. Since $\gamma \geq 0$ the right-hand side of the inequality in (8.27) must be non-negative. This condition is equivalent to

$$
\begin{equation*}
\frac{\frac{m_{1}}{m_{2}} \varepsilon-1}{1+\frac{m_{1}}{m_{2}} \varepsilon} \leq \delta \leq 1 \tag{8.28}
\end{equation*}
$$

### 8.2.3 The structure of equilibrium

Theorem 8.2.5 (Equilibrium). Assume $f_{1}, f_{2}>0$ and the conditions (8.18), (8.19), (8.20), (8.21) and (8.22), $\delta \neq 1, \alpha \neq 1, l_{1}, l_{2} \neq 0$, the positivity of all temperatures. Then, if $f_{1}$ and $f_{2}$ are independent of $x$ and $t ; f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocities $u_{1}=u_{2}=u_{12}=u_{21}$ and temperatures $T_{1}^{\text {rot }}=T_{2}^{\text {rot }}=T_{1}^{\text {trans }}=$ $T_{2}^{\text {trans }}=\Lambda_{1}=\Lambda_{2}=\Theta_{1}=\Theta_{2}=\Theta_{12}=\Theta_{21}=\Lambda_{12}=\Lambda_{21}$.

Proof. Equilibrium means that $f_{1}, f_{2}, \Lambda_{1}, \Lambda_{2}, \Theta_{1}, \Theta_{2}$ are independent of $x$ and $t$. Thus, in the situation of equilibrium the right-hand side of the equations (8.17) and (8.11) have to be zero. From this condition on (8.17) we can deduce

$$
\begin{align*}
& \left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) f_{1}=\nu_{11} n_{1} G_{1}+\nu_{12} n_{2} M_{12},  \tag{8.29}\\
& \left(\nu_{22} n_{2}+\nu_{21} n_{1}\right) f_{2}=\nu_{22} n_{2} G_{2}+\nu_{21} n_{1} M_{21} . \tag{8.30}
\end{align*}
$$

Since the right-hand side of (8.17) and the right-hand side of (8.11) have to be zero, the difference of the right-hand side of (8.17) and the right-hand side of (8.11) has to be equal to zero. If we compute the translational temperature of this difference, we obtain

$$
\begin{align*}
& \Lambda_{1}^{t e n}=T_{1}^{t e n}  \tag{8.31}\\
& \Lambda_{2}^{t e n}=T_{2}^{t e n} . \tag{8.32}
\end{align*}
$$

Especially, from the diagonal part of (8.31) and (8.32) we can deduce

$$
\begin{align*}
& \Lambda_{1}=\Theta_{1}  \tag{8.33}\\
& \Lambda_{2}=\Theta_{2} . \tag{8.34}
\end{align*}
$$

When we consider the moment of the velocity of (8.29), we get

$$
\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) u_{1}=\nu_{11} n_{1} u_{1}+\nu_{12} n_{2} u_{12},
$$

which is equivalent to

$$
\begin{equation*}
u_{1}=u_{2}, \tag{8.35}
\end{equation*}
$$

for $\delta \neq 1$. When we consider the moments of the translational and the rotational/ vibrational temperatures of (8.29) and (8.30), we get

$$
\begin{align*}
\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) T_{1}^{\text {trans }} & =\left(\nu_{11} n_{1}+\nu_{12} n_{2} \alpha\right) \Lambda_{1}+\nu_{12} n_{2}(1-\alpha) \Lambda_{2},  \tag{8.36}\\
\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) T_{1}^{\text {rot }} & =\left(\nu_{11} n_{1}+\nu_{12} n_{2} \frac{l_{1}}{l_{1}+l_{2}}\right) \Lambda_{1}+\nu_{12} n_{2} \frac{l_{2}}{l_{1}+l_{2}} \Lambda_{2},  \tag{8.37}\\
\left(\nu_{22} n_{2}+\nu_{21} n_{1}\right) T_{2}^{\text {trans }} & =\nu_{22} n_{2} \Lambda_{2}+\nu_{21} n_{1} \Lambda_{21},  \tag{8.38}\\
\left(\nu_{22} n_{2}+\nu_{21} n_{1}\right) T_{2}^{\text {rot }} & =\nu_{22} n_{2} \Lambda_{2}+\nu_{21} n_{1} \Theta_{21} . \tag{8.39}
\end{align*}
$$

To arrive at these equations, we used the definitions of the mixture velocities and temperatures (8.18), (8.19), (8.20), (8.21) and equations (8.33), (8.34) and (8.35).

## 8 Application to polyatomic mixtures

Using (8.33), (8.34) and (8.35), the temperatures of the mixture Maxwell distributions (8.21) and (8.25), (8.26) simplify to

$$
\begin{array}{lrl}
\Lambda_{12} & =\alpha \Lambda_{1}+(1-\alpha) \Lambda_{2}, & \Theta_{12} \\
=\frac{l_{1}}{l_{1}+l_{2}} \Lambda_{1}+\frac{l_{2}}{l_{1}+l_{2}} \Lambda_{2},  \tag{8.41}\\
\Lambda_{21} & =\varepsilon(1-\alpha) \Lambda_{1}+(1-\varepsilon(1-\alpha)) \Lambda_{2}, & \Theta_{21}=\varepsilon \frac{l_{1}}{l_{1}+l_{2}} \Lambda_{1}+\left(1-\varepsilon \frac{l_{1}}{l_{1}+l_{2}}\right) \Lambda_{2} .
\end{array}
$$

Analogue, equations (8.5) simplify to

$$
\begin{align*}
\frac{d+l_{1}}{2} \Lambda_{1} & =\frac{d}{2} T_{1}^{\text {trans }}+\frac{l_{1}}{2} T_{1}^{\text {rot }}  \tag{8.42}\\
\frac{d+l_{2}}{2} \Lambda_{2} & =\frac{d}{2} T_{2}^{\text {trans }}+\frac{l_{2}}{2} T_{2}^{r o t} \tag{8.43}
\end{align*}
$$

Inserting (8.36) and (8.37) in (8.42), we obtain

$$
\begin{aligned}
& \frac{d}{2}\left(\frac{\nu_{11} n_{1}+\nu_{12} n_{2} \alpha}{\nu_{11} n_{1}+\nu_{12} n_{2}} \Lambda_{1}+\frac{\nu_{12} n_{2}(1-\alpha)}{\nu_{11} n_{1}+\nu_{12} n_{2}} \Lambda_{2}\right) \\
& \\
& \quad+\frac{l_{1}}{2}\left(\frac{\nu_{11} n_{1}+\nu_{12} n_{2} \frac{l_{1}}{l_{1}+l_{2}}}{\nu_{11} n_{1}+\nu_{12} n_{2}} \Lambda_{1}+\frac{\nu_{12} n_{2} \frac{l_{2}}{l_{1}+l_{2}}}{\nu_{11} n_{1}+\nu_{12} n_{2}} \Lambda_{2}\right)=\frac{d+l_{1}}{2} \Lambda_{1},
\end{aligned}
$$

which, provided $d \alpha+l_{1} \frac{l_{1}}{l_{1}+l_{2}} \neq d+l_{1}$, is equivalent to

$$
\begin{equation*}
\Lambda_{1}=\Lambda_{2} \tag{8.44}
\end{equation*}
$$

This condition is equivalent to $d(1-\alpha)+\frac{l_{1} l_{2}}{l_{1}+l_{2}} \neq 0$ which is satisfied since $\alpha \neq$ $1, l_{1}, l_{2} \neq 0$. With (8.44) we can deduce from (8.36) and (8.37) that

$$
\begin{equation*}
T_{1}^{\text {trans }}=\Lambda_{1} \quad \text { and } \quad T_{1}^{\text {rot }}=\Lambda_{1} \tag{8.45}
\end{equation*}
$$

Condition (8.41) together with (8.44) leads to

$$
\begin{equation*}
\Lambda_{21}=\Theta_{21}=\Lambda_{1} \tag{8.46}
\end{equation*}
$$

Inserting (8.44) and (8.46) in (8.38) and (8.39) leads to

$$
T_{2}^{\text {trans }}=T_{2}^{\text {rot }}=\Lambda_{1}
$$

If we compute the pressure tensor of (8.29) using that all temperatures are equal to $\Lambda_{1}$ we obtain

$$
\left(\nu_{11} n_{1}+\nu_{12} n_{2}\right) \frac{\mathbb{P}_{1}}{n_{1}}=\nu_{11} n_{1}\left(1-\tilde{\mu}_{1}\right) \Lambda_{1} \mathbf{1}+\nu_{11} n_{1} \tilde{\mu}_{1} \Lambda_{1}^{\text {ten }}+\nu_{12} n_{2} \Lambda_{1} \mathbf{1} .
$$

Using (8.15), (8.31) and (8.45), we have that

$$
\frac{d}{d+l_{k}} \frac{\mathbb{P}_{1}}{n_{1}}+\frac{l_{k}}{d+l_{k}} \Lambda_{1}^{r o t} \mathbf{1}_{d}=\Lambda_{1}^{\text {ten }}=T_{1}^{\text {ten }}
$$

and therefore

$$
\left(\nu_{11} n_{1}\left(1-\tilde{\mu}_{1} \frac{d}{d+l_{k}}\right)+\nu_{12} n_{2}\right) \frac{\mathbb{P}_{1}}{n_{1}}=\left(\nu_{11} n_{1}\left(1-\tilde{\mu}_{1} \frac{d}{d+l_{k}}\right)+\nu_{12} n_{2}\right) \Lambda_{1} \mathbf{1}
$$

which shows that the pressure tensor of $f_{1}$ is diagonal since $\tilde{\mu}_{1} \leq 1$. Similar for $\frac{\mathbb{P}_{2}}{n_{2}}$ using (8.30), (8.32) and (8.45).
So all in all, in equilibrium we get that $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocities $u_{1}=u_{2}=u_{12}=u_{21}$ and temperatures $T_{1}^{\text {rot }}=T_{2}^{\text {rot }}=T_{1}^{\text {trans }}=$ $T_{2}^{\text {trans }}=\Lambda_{1}=\Lambda_{2}=\Theta_{1}=\Theta_{2}=\Theta_{12}=\Theta_{21}=\Lambda_{12}=\Lambda_{21}$.

Definition 8.2.1. If $f_{1}$ and $f_{2}$ are Maxwell distributions with equal mean velocities $u_{1}=u_{2}=u_{12}=u_{21}$ and temperatures $T_{1}^{\text {rot }}=T_{2}^{\text {rot }}=T_{1}^{\text {trans }}=T_{2}^{\text {trans }}=\Lambda_{1}=$ $\Lambda_{2}=\Theta_{1}=\Theta_{2}=\Theta_{12}=\Theta_{21}=\Lambda_{12}=\Lambda_{21}$, then we say that $f_{1}$ and $f_{2}$ are in local equilibrium.

### 8.2.4 H-Theorem

In this section we will prove that our model admits an entropy with an entropy inequality. For this, we have to prove an inequality on the term $\int \ln f_{k}\left(G_{k}-f_{k}\right) d v d \eta_{l_{k}}$ coupled with $\ln \widehat{G}_{k}$ times the right-hand side of equation (8.11) and an inequality on $\nu_{12} n_{2} \int\left(M_{12}-f_{1}\right) \ln f_{1} d v d \eta_{l_{1}}+\nu_{21} n_{1} \int\left(M_{21}-f_{2}\right) \ln f_{2} d v d \eta_{l_{2}}$ coupled with $\ln \widehat{G}$ times the right-hand side of equation (8.11). We prove the first one in section 8.2.4 and the second one in section 8.2.4.

## H-theorem for the one species relaxation term

Remark 8.2.6. From the definition of the moments of $f_{k}, k=1,2$ in (8.1) and the definitions of the extended Maxwell distributions $G_{k}, k=1,2$ in (8.14), we see that the pressure tensors and the temperatures do not coincide. Now, we consider extended Maxwell distributions $\bar{G}_{k}, k=1,2$ which have the same pressure tensor and temperatures as $f_{k}, k=1,2$. Then from the case of one species ES-BGK model we know that

$$
\int \bar{G}_{k} \ln \bar{G}_{k} d v d \eta_{l_{k}} \leq \int f_{k} \ln f_{k} d v d \eta_{l_{k}}
$$

for $k=1,2$, see equations (20) and (21) in [3] in the mono-atomic case. The polyatomic case is analogous to the mono-atomic case.
Lemma 8.2.6. Assume that $f_{1}, f_{2}>0$. As in remark 8.2.6 let $\bar{G}_{k}$ be the extended Maxwell distributions with the same pressure tensor and temperatures as $f_{k}, k=1,2$ and $\widetilde{G}$ the extended Maxwell distribution defined by (8.12). Then we have

$$
\begin{array}{ll}
\int \widetilde{G}_{k} \ln \widetilde{G}_{k} d v d \eta_{l_{k}} \leq \int \bar{G}_{k} \ln \bar{G}_{k} d v d \eta_{l_{k}}, & k=1,2, \\
\int \widehat{G}_{k} \ln \widehat{G}_{k} d v d \eta_{l_{k}} \geq \int G_{k} \ln G_{k} d v \eta_{l_{k}}, & k=1,2 \\
\int G_{k} \ln G_{k} d v d \eta_{l_{k}} \geq \int M_{k} \ln M_{k} d v \eta_{l_{k}}, & k=1,2
\end{array}
$$

## 8 Application to polyatomic mixtures

Proof. The proof of the second inequality is analogously to the proof in the monoatomic case of equation (21) in [3]. So we only prove the first and the third one. Using that $\ln M_{k}=\ln \left(\frac{n_{k}}{\sqrt{2 \pi \frac{\Lambda_{k}}{m_{k}}}} \frac{1}{\sqrt{2 \pi \frac{\theta_{k}}{m_{k}}} l_{k}}\right)-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{\Lambda_{k}}{m_{k}}}-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{\theta_{k}}{m_{k}}}$,
$\ln \bar{G}_{k}=\ln \left(\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathbb{P}_{k}}{m_{k}}\right)}} \frac{1}{\sqrt{2 \pi \frac{r_{k}^{r_{k}^{r o t}} l_{k}}{m_{k}}}}\right)-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{\mathbb{P}_{k}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{T_{k}^{r o t}}{m_{k}}}$,
$\ln \widetilde{G}_{k}=\ln \left(\frac{n_{k}}{\left.\sqrt{\operatorname{det}\left(2 \pi \frac{T_{k}^{t e n}}{m_{k}}\right.}\right)} \frac{1}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}} l_{k}}\right)-\frac{1}{2}\left(v-u_{k}\right) \cdot\left(\frac{T_{k}^{t e n}}{m_{k}}\right)^{-1} \cdot\left(v-u_{k}\right)-\frac{\left|\eta_{k}\right|^{2}}{2 \frac{k_{k}}{m_{k}}}$,
and $\ln G_{k}=\ln \left(\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda E_{k}^{E S}}{m_{k}}\right)}} \frac{1}{\sqrt{2 \pi \frac{\Theta_{k}}{m_{k}}} l_{k}}\right)-\frac{1}{2} m_{k}\left(v-u_{k}\right) \cdot\left(\Lambda_{k}^{E S}\right)^{-1} \cdot\left(v-u_{k}\right)-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{\theta_{k}}{m_{k}}}$,
we compute the integrals and obtain that the required inequalities are equivalent to

$$
\begin{gathered}
\ln \left(\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{T_{k}^{t e n}}{m_{k}}\right)}} \frac{1}{\sqrt{2 \pi \frac{T_{k}}{m_{k}}} l_{k}}\right) \leq \ln \left(\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\mathbb{P}_{k}}{m_{k}}\right)}} \frac{1}{\sqrt{2 \pi \frac{T_{k}^{r o t} l_{k}}{m_{k}}}}\right), \\
\ln \left(\frac{n_{k}}{\left.\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{k}^{E S}}{m_{k}}\right.}\right)}\right) \geq \ln \left(\frac{n_{k}}{\sqrt{2 \pi \frac{\Lambda_{k}}{m_{k}}}}\right) .
\end{gathered}
$$

This is equivalent to the conditions

$$
\begin{align*}
\ln \operatorname{det}\left(T_{k}^{t e n}\right)+l_{k} \ln T_{k} & \geq \ln \operatorname{det} \mathbb{P}_{k}+l_{k} \ln T_{k}^{r o t},  \tag{8.47}\\
\left(\Lambda_{k}\right)^{d} & \geq \operatorname{det}\left(\Lambda_{k}^{E S}\right) .
\end{align*}
$$

We first look at the first inequality. If we insert the expression for $T_{k}$ given by (8.9) and use the concavity of $\ln$, we obtain

$$
\begin{equation*}
\ln \operatorname{det}\left(T_{k}^{t e n}\right)+l_{k} \frac{l_{k}}{d+l_{k}} \ln T_{k}^{\text {rot }}+l_{k} \frac{d}{d+l_{k}} \ln T_{k}^{\text {trans }} \geq \ln \operatorname{det} \mathbb{P}_{k}+l_{k} \ln T_{k}^{r o t} \tag{8.48}
\end{equation*}
$$

Now we use the Brunn-Minkowsky inequality (see section 7.5). Since we can write $T_{k}^{t e n}$ as

$$
T_{k}^{t e n}=\frac{d}{d+l_{k}} \mathbb{P}_{k}+\frac{l_{k}}{d+l_{k}} T_{k}^{r o t} \mathbf{1}_{d}
$$

we can apply the Brunn-Minkowsky inequality on (8.48) and obtain

$$
\begin{aligned}
& \frac{d}{d+l_{k}} \ln \operatorname{det} \mathbb{P}_{k}+d \frac{l_{k}}{d+l_{k}} \ln T_{k}^{r o t}+l_{k} \frac{l_{k}}{d+l_{k}} \ln T_{k}^{\text {rot }}+l_{k} \frac{d}{d+l_{k}} \ln T_{k}^{\text {trans }} \\
& \geq \ln \operatorname{det} \mathbb{P}_{k}+l_{k} \ln T_{k}^{r o t}
\end{aligned}
$$

So it remains to show that

$$
\left(T_{k}^{\text {trans }}\right)^{d} \geq \operatorname{det} \mathbb{P}_{k}
$$

This inequality has the same structure as the second inequality in (8.47). So we only prove the second inequality in (8.47). We observe that $\operatorname{Tr}\left(\Lambda_{k}^{E S}\right)=d \Lambda_{k}$, so we have to show

$$
\left(\frac{\operatorname{Tr}\left(\Lambda_{k}^{E S}\right)}{d}\right)^{d} \geq \operatorname{det}\left(\Lambda_{k}^{E S}\right)
$$

Let $\lambda_{1}, \ldots, \lambda_{d}$ be the eigenvalues of the symmetric positive matrix $\Lambda_{k}^{E S}$, then this inequality is equivalent to

$$
\left(\frac{\lambda_{1}+\cdots+\lambda_{d}}{d}\right)^{d} \geq \lambda_{1} \cdots \lambda_{d}
$$

This is true since it is the inequality of arithmetic and geometric means, see theorem A.1.5 in the appendix.

Lemma 8.2.7 (H-theorem for one species). Assume $f_{1}, f_{2}>0$. Then

$$
\int \ln f_{k}\left(G_{k}-f_{k}\right) d v d \eta_{l_{k}}+\int \ln \widehat{G}_{k}\left(\widetilde{G}_{k}-\widehat{G}_{k}\right) d v d \eta_{l_{k}} \leq 0, \quad k=1,2
$$

with equality if and only if $M_{k}=f_{k}$ and $\Lambda_{k}=\Theta_{k}=T_{k}^{\text {rot }}=T_{k}^{\text {trans }}$.
Proof. Apply lemma 1.3.12 on both terms of

$$
S_{k}\left(f_{k}\right):=\int \ln f_{k}\left(G_{k}-f_{k}\right) d v d \eta_{l_{k}}+\int \ln \widehat{G}_{k}\left(\widetilde{G}_{k}-\widehat{G}_{k}\right) d v d \eta_{l_{k}}
$$

Then we obtain

$$
\begin{aligned}
& S_{k}\left(f_{k}\right) \leq \int G_{k} \ln G_{k} d v d \eta_{l_{k}}-\int f_{k} \ln f_{k} d v d \eta_{l_{k}}-\int G_{k} d v d \eta_{l_{k}}+\int f_{k} d v d \eta_{l_{k}} \\
& \quad+\left[\int \widetilde{G}_{k} \ln \widetilde{G}_{k} d v d \eta_{l_{k}}-\int \widehat{G}_{k} \ln \widehat{G}_{k} d v d \eta_{l_{k}}-\int \widetilde{G}_{k} d v d \eta_{l_{k}}+\int \widehat{G}_{k} d v d \eta_{l_{k}}\right]
\end{aligned}
$$

with equality if and only if $f_{k}=G_{k}$ and $G_{k}=\widetilde{G}_{k}$ from which we can deduce $f_{k}=M_{k}$ by computing macroscopic quantities of $f_{k}=G_{k}$ and $G_{k}=\widetilde{G}_{k}$. Since $f_{k}, G_{k}, \widehat{G}_{k}$ and $\widetilde{G}_{k}$ have the same density, we obtain

$$
\begin{equation*}
S\left(f_{k}\right) \leq \int G_{k} \ln G_{k} d v d \eta_{l_{k}}-\int f_{k} \ln f_{k} d v d \eta_{l_{k}}+\left[\int \widetilde{G}_{k} \ln \widetilde{G}_{k} d v d \eta_{l_{k}}-\int \widehat{G}_{k} \ln \widehat{G}_{k} d v d \eta_{l_{k}}\right] . \tag{8.49}
\end{equation*}
$$

According to the second part of lemma 8.2.6, we obtain

$$
S\left(f_{k}\right) \leq \int \widetilde{G}_{k} \ln \widetilde{G}_{k} d v d \eta_{l_{k}}-\int f_{k} \ln f_{k} d v d \eta_{l_{k}}
$$

Here we have equality if and only if $G_{k}=\widetilde{G}_{k}$, which means $\Lambda_{k}=\Theta_{k}$. Now, using the first part of lemma 8.2 .6 and remark 8.2 .6 , we can estimate $\int \widetilde{G}_{k} \ln \widetilde{G}_{k} d v d \eta_{l_{k}}$ by $\int f_{k} \ln f_{k} d v d \eta_{l_{k}}$. So, all in all, we obtain $S_{k}\left(f_{k}\right) \leq 0$ with equality if and only if $f_{k}=M_{k}$ and $\Lambda_{k}=\Theta_{k}=T_{k}^{r o t}=T_{k}^{\text {trans }}$.

## 8 Application to polyatomic mixtures

## H-theorem for the mixture of polyatomic molecules

Lemma 8.2.8. Assume $f_{1}, f_{2}>0$, the relationship between the collision frequencies (8.4), the conditions for the interspecies Maxwell distributions (8.18), (8.19), (8.20), (8.21) and (8.22) and the positivity of all temperatures, then

$$
\begin{equation*}
\varepsilon \frac{d}{2} \ln \Lambda_{12}+\varepsilon \frac{l_{1}}{2} \ln \Theta_{12}+\frac{d}{2} \ln \Lambda_{21}+\frac{l_{2}}{2} \ln \Theta_{21} \geq \frac{d}{2} \varepsilon \ln \Lambda_{1}+\frac{d}{2} \ln \Lambda_{2}+\frac{l_{1}}{2} \varepsilon \ln \Theta_{1}+\frac{l_{2}}{2} \ln \Theta_{2} . \tag{8.50}
\end{equation*}
$$

Proof. First we consider the part $E_{1}:=\frac{d}{2} \ln \Lambda_{12}+\frac{l_{1}}{2} \ln \Theta_{12}$. We insert the definitions of $\Lambda_{12}$ and $\Theta_{12}$ into $E_{1}$ and use the monotonicity of ln to drop the velocity term. Then we obtain

$$
E_{1} \geq \frac{d}{2} \ln \left(\alpha \Lambda_{1}+(1-\alpha) \Lambda_{2}\right)+\frac{l_{1}}{2} \ln \left(\frac{l_{1}}{l_{1}+l_{2}} \Theta_{1}+\frac{l_{2}}{l_{1}+l_{2}} \Theta_{2}\right)
$$

Now we use that $\ln$ is concave and get

$$
\begin{equation*}
E_{1} \geq \frac{d}{2} \alpha \ln \Lambda_{1}+\frac{d}{2}(1-\alpha) \ln \Lambda_{2}+\frac{l_{1}}{2} \frac{l_{1}}{l_{1}+l_{2}} \ln \Theta_{1}+\frac{l_{1}}{2} \frac{l_{2}}{l_{1}+l_{2}} \ln \Theta_{2} \tag{8.51}
\end{equation*}
$$

Doing the same with the second part $E_{2}:=\frac{d}{2} \ln \Lambda_{21}+\frac{l_{2}}{2} \ln \Theta_{21}$ using that $\frac{l_{1}}{l_{1}+l_{2}} \varepsilon \leq 1$, we obtain

$$
\begin{equation*}
E_{2} \geq \frac{d}{2} \varepsilon(1-\alpha) \ln \Lambda_{1}+\frac{d}{2}(1-\varepsilon(1-\alpha)) \ln \Lambda_{2}+\frac{l_{2}}{2} \varepsilon \frac{l_{1}}{l_{1}+l_{2}} \ln \Theta_{1}+\frac{l_{2}}{2}\left(1-\varepsilon \frac{l_{1}}{l_{1}+l_{2}}\right) \ln \Theta_{2} . \tag{8.52}
\end{equation*}
$$

Multiplying (8.51) by $\varepsilon$ and adding (8.52), we get

$$
\varepsilon E_{1}+E_{2} \geq \frac{d}{2} \varepsilon \ln \Lambda_{1}+\frac{d}{2} \ln \Lambda_{2}+\frac{l_{1}}{2} \varepsilon \ln \Theta_{1}+\frac{l_{2}}{2} \ln \Theta_{2}
$$

which is the required inequality.
Lemma 8.2.9. Assume $f_{1}, f_{2}>0$. Assume the relationship between the collision frequencies (8.4), the conditions for the interspecies Maxwell distributions (8.18), (8.19), (8.20), (8.21) and (8.22) and the positivity of all temperatures. Then

$$
\begin{aligned}
& \nu_{12} n_{2} \int M_{12} \ln M_{12} d v d \eta_{l_{1}}+\nu_{21} n_{1} \int M_{21} \ln M_{21} d v d \eta_{l_{2}} \\
& \leq \nu_{12} n_{2} \int M_{1} \ln M_{1} d v d \eta_{l_{1}}+\nu_{21} n_{1} \int M_{2} \ln M_{2} d v d \eta_{l_{2}}
\end{aligned}
$$

Proof. Using that $\ln M_{12}=\ln \left(\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{12}}{m_{1}}} d} \frac{1}{\sqrt{2 \pi{\frac{\theta_{12}}{m_{1}}}^{l}}}\right)-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{\Lambda_{12}}{m_{1}}}-\frac{\left|\eta_{l_{1}}\right|^{2}}{2 \frac{\theta_{12}}{m_{1}}}$, $\ln M_{21}=\ln \left(\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}} d} \frac{1}{\sqrt{2 \pi \frac{\Theta_{21}}{m_{2}}} l_{2}}\right)-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{\Lambda_{21}}{m_{2}}}-\frac{\left|\eta_{l_{2}}\right|^{2}}{2 \frac{\theta_{21}}{m_{2}}}$,
$\ln M_{k}=\ln \left(\frac{n_{k}}{\sqrt{2 \pi \frac{\Lambda_{k}}{m_{k}}}} \frac{1}{\sqrt{2 \pi \frac{\theta_{k}}{m_{k}}} l_{k}}\right)-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{\Lambda_{k}}{m_{k}}}-\frac{\left|\eta_{l_{k}}\right|^{2}}{2 \frac{\theta_{k}}{m_{k}}}, k=1,2$, we compute the integrals and obtain that the required inequalities are equivalent to

$$
\begin{aligned}
& \varepsilon \ln \left(\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda}{12}^{m_{1}}}} \frac{1}{\sqrt{2 \pi{\frac{\Theta_{12}}{m_{1}}}^{l}}}\right)+\ln \left(\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}} d} \frac{1}{\sqrt{2 \pi{\frac{\Theta_{21}}{m_{2}}}^{l}}}\right) \\
& \leq \varepsilon \ln \left(\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda}{1}_{m_{1}}^{d}}} \frac{1}{\sqrt{2 \pi{\frac{\Theta_{1}}{m_{1}}}^{l} l_{1}}}\right)+\ln \left(\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{2}}{m_{2}}}} \frac{1}{{\sqrt{2 \pi{\frac{\Theta}{m_{2}}}^{l}}}_{l}^{l}}\right),
\end{aligned}
$$

which is equivalent to the condition proven in lemma 8.2.8.

Theorem 8.2.10 (H-theorem for mixture). Assume $f_{1}, f_{2}>0$. Assume $\nu_{11} n_{1} \geq \nu_{12} n_{2}$, $\nu_{22} n_{2} \geq \nu_{21} n_{1}, \alpha, \delta \neq 1, l_{1}, l_{2} \neq 0$. Assume the relationship between the collision frequencies (8.4), the conditions for the interspecies Maxwell distributions (8.18), (8.19), (8.20), (8.21) and (8.22) and the positivity of all temperatures, then

$$
\begin{array}{r}
\sum_{k=1}^{2}\left[\nu_{k k} n_{k} \int\left(G_{k}-f_{k}\right) \ln f_{k} d v d \eta_{l_{k}}+\nu_{k k} n_{k} \int\left(\widetilde{G}_{k}-\widehat{G}_{k}\right) \ln \widehat{G}_{k} d v d \eta_{l_{k}}\right] \\
+\nu_{11} n_{1} \int\left(\widetilde{G}_{1}-\widehat{G}_{1}\right) \ln \widehat{G}_{1} d v d \eta_{l_{1}}+\nu_{22} n_{2} \int\left(\widetilde{G}_{2}-\widehat{G}_{2}\right) \ln \widehat{G}_{2} d v d \eta_{l_{2}} \\
+\nu_{12} n_{2} \int\left(M_{12}-f_{1}\right) \ln f_{1} d v d \eta_{l_{1}}+\nu_{21} n_{1} \int\left(M_{21}-f_{2}\right) \ln f_{2} d v d \eta_{l_{2}} \leq 0,
\end{array}
$$

with equality if and only if $f_{1}$ and $f_{2}$ are in local equilibrium (see definition 8.2.1).

Remark 8.2.7. The inequality in the H -theorem is still true if $l_{1}=0$ or $l_{2}=0$ which means that one species is mono-atomic. In this case only the equalities with $\Theta_{1}$ and $\Theta_{2}$, respectively in the local equilibrium vanish.

Proof. The fact that $\nu_{k k} n_{k} \int\left(G_{k}-f_{k}\right) \ln f_{k} d v d \eta_{l_{k}}+\nu_{k k} n_{k} \int\left(\widetilde{G}_{k}-\widehat{G}_{k}\right) \ln \widehat{G}_{k} d v d \eta_{l_{k}} \leq$ $0, k=1,2$ is shown in lemma 8.2.7. In both cases we have equality if and only if $f_{1}=G_{1}$ with $\Lambda_{1}=\Theta_{1}=T_{1}^{\text {trans }}=T_{1}^{\text {rot }}$ and $f_{2}=G_{2}$ with $\Lambda_{2}=\Theta_{2}=T_{2}^{\text {trans }}=T_{2}^{\text {rot }}$. Let us define

$$
\begin{aligned}
S\left(f_{1}, f_{2}\right) & :=\nu_{11} n_{1} \int\left(\widetilde{G}_{1}-\widehat{G}_{1}\right) \ln \widehat{G}_{1} d v d \eta_{l_{1}}+\nu_{22} n_{2} \int\left(\widetilde{G}_{2}-\widehat{G}_{2}\right) \ln \widehat{G}_{2} d v d \eta_{l_{2}} \\
& +\nu_{12} n_{2} \int\left(M_{12}-f_{1}\right) \ln f_{1} d v d \eta_{l_{1}}+\nu_{21} n_{1} \int\left(M_{21}-f_{2}\right) \ln f_{2} d v d \eta_{l_{2}}
\end{aligned}
$$

## 8 Application to polyatomic mixtures

The task is to prove that $S\left(f_{1}, f_{2}\right) \leq 0$. Consider now $S\left(f_{1}, f_{2}\right)$ and apply the inequality from lemma 1.3 .12 to each of the terms in $S$.

$$
\begin{aligned}
S & \leq \nu_{11} n_{1}\left[\int \widetilde{G}_{1} \ln \widetilde{G}_{1} d v d \eta_{l_{1}}-\int \widehat{G}_{1} \ln \widehat{G}_{1} d v d \eta_{l_{1}}+\int \widehat{G}_{1} d v d \eta_{l_{1}}-\int \widetilde{G}_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{12} n_{2}\left[\int M_{12} \ln M_{12} d v d \eta_{l_{1}}-\int f_{1} \ln f_{1} d v d \eta_{l_{1}}+\int f_{1} d v \eta-\int M_{12} d v d \eta_{l_{1}}\right] \\
& +\nu_{21} n_{1}\left[\int M_{21} \ln M_{21} d v d \eta_{l_{2}}-\int f_{2} \ln f_{2} d v d \eta_{l_{2}}+\int f_{2} d v d \eta-\int M_{21} d v d \eta_{l_{2}}\right] \\
& +\nu_{22} n_{2}\left[\int \widetilde{G}_{2} \ln \widetilde{G}_{2} d v d \eta_{l_{2}}-\int \widehat{G}_{2} \ln \widehat{G}_{2} d v d \eta_{l_{2}}+\int \widehat{G}_{2} d v d \eta_{l_{2}}-\int \widetilde{G}_{2} d v d \eta_{l_{2}}\right]
\end{aligned}
$$

with equality if and only if $f_{1}=M_{12}, f_{2}=M_{21}, \widetilde{G}_{1}=\widehat{G}_{1}$ and $\widetilde{G}_{2}=\widehat{G}_{2}$. Combining this with the condition for equality of the single collision term $f_{1}=G_{1}$ with $\Lambda_{1}=$ $\Theta_{1}=T_{1}^{\text {trans }}=T_{1}^{\text {rot }}$ and $f_{2}=G_{2}$ with $\Lambda_{2}=\Theta_{2}=T_{2}^{\text {trans }}=T_{2}^{\text {rot }}$, we get that we have equality if and only if we are in local equilibrium (see definition 8.2.1). Since $\widehat{G}_{1}, \widetilde{G}_{1}, f_{1}$ and $M_{12}$ have the same density and $\widehat{G}_{2}, \widetilde{G}_{2}, M_{21}$ and $f_{2}$ have the same density, too, the right-hand side reduces to

$$
\begin{aligned}
S & \leq \nu_{11} n_{1}\left[\int \widetilde{G}_{1} \ln \widetilde{G}_{1} d v d \eta_{l_{1}}-\int \widehat{G}_{1} \ln \widehat{G}_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{12} n_{2}\left[\int M_{12} \ln M_{12} d v d \eta_{l_{1}}-\int f_{1} \ln f_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{21} n_{1}\left[\int M_{21} \ln M_{21} d v d \eta_{l_{2}}-\int f_{2} \ln f_{2} d v d \eta_{l_{2}}\right] \\
& +\nu_{22} n_{2}\left[\int \widetilde{G}_{2} \ln \widetilde{G}_{2} d v d \eta_{l_{2}}-\int \widehat{G}_{2} \ln \widehat{G}_{2} d v d \eta_{l_{2}}\right] .
\end{aligned}
$$

According to the second part of lemma 8.2.6, we obtain

$$
\begin{aligned}
S & \leq \nu_{11} n_{1}\left[\int \widetilde{G}_{1} \ln \widetilde{G}_{1} d v d \eta_{l_{1}}-\int G_{1} \ln G_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{12} n_{2}\left[\int M_{12} \ln M_{12} d v d \eta_{l_{1}}-\int f_{1} \ln f_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{21} n_{1}\left[\int M_{21} \ln M_{21} d v d \eta_{l_{2}}-\int f_{2} \ln f_{2} d v d \eta_{l_{2}}\right] \\
& +\nu_{22} n_{2}\left[\int \widetilde{G}_{2} \ln \widetilde{G}_{2} d v d \eta_{l_{2}}-\int G_{2} \ln G_{2} d v d \eta_{l_{2}}\right]
\end{aligned}
$$

According to lemma 8.2.9, the last part of lemma 8.2.6 and the assumption that $\nu_{k k} n_{k} \geq \nu_{k j} n_{j}, k, j=1,2, k \neq j$, we get

$$
\begin{aligned}
S & \leq \nu_{11} n_{1}\left[\int \widetilde{G}_{1} \ln \widetilde{G}_{1} d v d \eta_{l_{1}}-\int G_{1} \ln G_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{12} n_{2}\left[\int G_{1} \ln G_{1} d v d \eta_{l_{1}}-\int f_{1} \ln f_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{21} n_{1}\left[\int G_{2} \ln G_{2} d v d \eta_{l_{2}}-\int f_{2} \ln f_{2} d v d \eta_{l_{2}}\right] \\
& +\nu_{22} n_{2}\left[\int \widetilde{G}_{2} \ln \widetilde{G}_{2} d v d \eta_{l_{2}}-\int G_{2} \ln G_{2} d v d \eta_{l_{2}}\right] \\
& \leq \nu_{12} n_{2}\left[\int \widetilde{G}_{1} \ln \widetilde{G}_{1} d v d \eta_{l_{1}}-\int f_{1} \ln f_{1} d v d \eta_{l_{1}}\right] \\
& +\nu_{21} n_{1}\left[\int \widetilde{G}_{2} \ln \widetilde{G}_{2} d v d \eta_{l_{2}}-\int f_{2} \ln f_{2} d v d \eta_{l_{2}}\right]
\end{aligned}
$$

which leads to $S \leq 0$ using the first part of lemma 8.2.6 and remark 8.2.6.

Define $\frac{1}{z_{k}}:=\frac{1}{Z_{k}^{r}} \frac{d+l_{k}}{d}, k=1,2$ and the total entropy

$$
H\left(f_{1}, f_{2}\right)=\int\left(f_{1} \ln f_{1}+2 z_{1} \widehat{G}_{1} \ln \widehat{G}_{1}\right) d v d \eta_{l_{1}}+\int\left(f_{2} \ln f_{2}+2 z_{2} \widehat{G}_{2} \ln \widehat{G}_{2}\right) d v d \eta_{l_{2}}
$$

We can compute

$$
\begin{array}{r}
\partial_{t} H\left(f_{1}, f_{2}\right)+\nabla_{x} \cdot \int\left(f_{1} \ln f_{1}+2 z_{1} \widehat{G}_{1} \ln \widehat{G}_{1}\right) v d v d \eta_{l_{1}} \\
+\nabla_{x} \cdot \int\left(f_{2} \ln f_{2}+2 z_{2} \widehat{G}_{2} \ln \widehat{G}_{2}\right) v d v d \eta_{l_{2}}=S\left(f_{1}, f_{2}\right)+R\left(f_{1}, f_{2}\right),
\end{array}
$$

by multiplying the BGK equation for species 1 by $\ln f_{1}$, the BGK equation for the species 2 by $\ln f_{2}$, the equations (8.11) by $2 z_{k} \ln G_{k}$ and add the integrals with respect to $v$ and $\eta_{l_{1}}$ and $\eta_{l_{2}}$, respectively. The remaining term $R\left(f_{1}, f_{2}\right)$ can be bounded by zero from below by an explicit computation assuming that $\Lambda_{k}$ and $\Theta_{k}$ are bounded from below and above and assume that $T_{k}^{r o t} \geq \tilde{C} \Theta_{k}$ for an appropriate $\tilde{C}$ and $z_{k}$ small enough. The additional estimate $T_{k}^{r o t} \geq \tilde{C} \Theta_{k}$ helps to indicate how to choose the initial data of the artificial temperature $\Theta_{k}$.
Corollary 8.2.11 (Entropy inequality for mixtures). Assume $f_{1}, f_{2}>0, \Lambda_{k}$ and $\Theta_{k}$ are bounded from below and above and $T_{k}^{r o t} \geq \tilde{C} \Theta_{k}$ for an appropriate $\tilde{C}$ and $z_{k}$ small enough. Assume relationship (8.4), the conditions (8.18), (8.19), (8.20), (8.21) and (8.22) and the positivity of all temperatures (8.27), then we have the following entropy inequality

$$
\partial_{t}\left(H\left(f_{1}, f_{2}\right)\right)+\nabla_{x} \cdot\left(\int v\left(f_{1} \ln f_{1}+2 z_{1} \widehat{G}_{1} \ln \widehat{G}_{1}+f_{2} \ln f_{2}+2 z_{2} \widehat{G}_{2} \ln \widehat{G}_{2}\right) d v d \eta_{l_{2}}\right) \leq 0
$$

with equality if and only if $f_{1}$ and $f_{2}$ are in local equilibrium (see definition 8.2.1).

## 8 Application to polyatomic mixtures

Remark 8.2.8. By computing the integrals $\int \widehat{G}_{k} \ln \widehat{G}_{k} d v d \eta_{l_{k}}$ for $k=1,2$, and $\int v \widehat{G}_{k} \ln \widehat{G}_{k} d v d \eta_{l_{k}}$, we see that

$$
\partial_{t}\left[\int \widehat{G}_{1} \ln \widehat{G}_{1} d v d \eta_{l_{1}}+\int \widehat{G}_{2} \ln \widehat{G}_{2} d v d \eta_{l_{2}}\right]+\nabla_{x} \cdot\left[\int v\left(\widehat{G}_{1} \ln \widehat{G}_{1}+\widehat{G}_{2} \ln \widehat{G}_{2}\right) d v d \eta_{l_{2}}\right] \leq 0
$$

is equivalent to

$$
\partial_{t}\left(\operatorname{det}\left(\Lambda_{1}^{t e n}\right) \Theta_{1}^{l_{1}}+\operatorname{det}\left(\Lambda_{2}^{t e n}\right) \Theta_{2}^{l_{2}}\right)+\nabla_{x} \cdot\left(\left(\operatorname{det}\left(\Lambda_{1}^{t e n}\right) \Theta_{1}^{l_{1}}+\operatorname{det}\left(\Lambda_{2}^{t e n}\right) \Theta_{2}^{l_{2}}\right) u_{k}\right) \leq 0
$$

Hence, we could also consider the entropy

$$
H\left(f_{1}, f_{2}\right)=\sum_{k=1}^{2} \int f_{k} \ln f_{k} d v d \eta_{l_{k}}+z_{1} \operatorname{det}\left(\Lambda_{1}^{t e n}\right) \Theta_{1}^{l_{1}}+z_{2} \operatorname{det}\left(\Lambda_{2}^{t e n}\right) \Theta_{2}^{l_{2}}
$$

### 8.3 Comparison with the ES-BGK model of Andries, Le Tallec, Perlat and Perthame for one species of polyatomic molecules

We will now consider a different ES-BGK model for a single species ES-BGK model of polyatomic molecules. In [2], a distribution function $f(t, x, v, I)$ depending on the position $x \in \mathbb{R}^{3}$, the velocity $v \in \mathbb{R}^{3}$ and internal energy $\varepsilon(I)=I^{\frac{2}{\delta}}, I \in \mathbb{R}^{+}$at time $t$ is considered. $\delta$ denotes the number of degrees of freedom in internal energy. In [2], it is assumed that the mass of the particles is equal to 1 . In the following, we assume additionally that $k_{B}=1$ in this model. The density $\rho$ and mean velocity $u$ are defined as $n$ and $u$ in the model described in the previous section but now the integration is with respect to $v$ and $I$ instead of $v$ and $\eta$. The energy is defined as

$$
E(x, t)=\iint\left(\frac{1}{2}|v|^{2}+I^{\frac{\delta}{2}}\right) f d v d I=\frac{1}{2} \rho|u|^{2}+\rho e .
$$

The specific internal energy can be divided into

$$
\begin{gathered}
e_{t r}=\frac{1}{\rho} \iint \frac{1}{2}|v-u|^{2} f d v d I \\
e_{i n t}=\frac{1}{\rho} \iint I^{\frac{2}{\delta}} f d v d I
\end{gathered}
$$

and associate with this the corresponding temperatures

$$
\begin{gathered}
e=e_{t r}+e_{i n t}=\frac{3+\delta}{2} T_{e q u}, \\
e_{t r}=\frac{3}{2} T_{t r},
\end{gathered}
$$

$$
e_{i n t}=\frac{\delta}{2} T_{i n t}
$$

and define $T_{\text {rel }}=\theta T_{\text {equ }}+(1-\theta) T_{\text {int }}$. In [2] the following generalized Gaussian for the single species ES-BGK model is considered

$$
\widetilde{G}[f]=\frac{\rho \Lambda_{\delta}}{\sqrt{\operatorname{det}(2 \pi \mathcal{T})}} \frac{1}{T_{r e l}^{\frac{\delta}{2}}} \exp \left(-\frac{1}{2}(v-u) \cdot \mathcal{T}^{-1} \cdot(v-u)+\frac{I^{\frac{\delta}{2}}}{T_{r e l}}\right)
$$

with the tensor $\mathcal{T}=(1-\theta)\left((1-\tilde{\mu}) T_{t r} \mathbb{1}+\tilde{\mu} \Theta\right)+\theta T_{\text {equ }} \mathbb{1}$ where only the translational part is replaced by a tensor. $\Theta$ denotes the pressure tensor, $\Lambda_{\delta}$ is a constant ensuring that the integral of $\widetilde{G}[f]$ with respect to $v$ and $I$ is equal to the density $\rho$. The convex combination in $\theta$ takes into account that $T_{t r}$ and $T_{\text {int }}$ relax towards the common value $T_{\text {equ }}$. In the space-homogeneous case we see that we get the following macroscopic equations

$$
\begin{aligned}
\partial_{t} T_{t r} & =C\left(T_{t r}(1-\theta)+\theta T_{e q u}-T_{t r}\right)=C \theta\left(T_{e q u}-T_{t r}\right), \\
\partial_{t} T_{i n t} & =C \theta\left(T_{e q u}-T_{i n t}\right),
\end{aligned}
$$

with some coefficient $C$. These macroscopic equations describe a relaxation of $T_{t r}$ and $T_{i n t}$ towards $T_{e q u}$.

In this chapter, we took [14] as basis to extend it to mixtures. The main differences of the model in [2] and the model in [14] are the following. The model in [2] has one variable $I \in \mathbb{R}^{+}$for all degrees of freedom in internal energy and the model in [14] has one variable $\eta \in \mathbb{R}^{M}$ to each degree of freedom in internal energy. Moreover, the relaxation of the translational and rotational temperatures to a common value is done in [2] by introducing a relaxation temperature $T_{\text {rel }}$ and in the model [14] it is done by the additional relaxation equation (8.11).

### 8.4 Applications

In this section, we consider two applications of the polyatomic ES-BGK model presented in section 8.2. First, we apply the Chu reduction on our model in order to reduce the complexity of this model for numerical purposes. Second, we consider a gas mixture of one species of mono-atomic and one species of diatomic molecules.

### 8.4.1 Chu reduction

In the polyatomic setting the distribution functions $f_{k}$ depend on $2 d+l_{k}+1$ independent variables. This makes the problem extremely complex from a computational point of view, due to its high dimensionality. However, it is possible to reduce the number of dimensions of the distribution function with Chu's reduction, proposed in [27]. In the standard BGK model, Chu's reduction can be applied whenever the distribution function $f_{k}$ depends only on $r<d$ degrees of freedom in space. Then it is possible to rewrite the kinetic equation using only $r$ degrees of freedom, also in
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the microscopic velocity space. In order to reduce the complexity of the variables for rotational and vibrational energy degrees of freedom $\mu_{1}, \ldots, \mu_{l_{k}}$ we apply the Chu reduction in the polyatomic case. We will apply the reduction to aggregate the internal energy degrees of freedom. Let us consider the case in which we want to reduce the $M$ rotational and vibrational degrees of freedom, while the system has $d$ translational degrees of freedom. It is possible to apply the Chu reduction since $\eta_{1}, \ldots, \eta_{l_{k}}$ do not appear in the transport operators on (8.2). We consider the system of equations

$$
\begin{aligned}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\nu_{11} n_{1}\left(G_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right), \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\nu_{22} n_{2}\left(G_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right) .
\end{aligned}
$$

Consider the reduced functions

$$
g_{1}=\int f_{1} d \eta_{l_{1}}, \quad g_{2}=\int f_{2} d \eta_{l_{2}}
$$

Then they satisfy the equations

$$
\begin{aligned}
& \partial_{t} g_{1}+v \cdot \nabla_{x} g_{1}=\nu_{11} n_{1}\left(\widetilde{G}_{1}-g_{1}\right)+\nu_{12} n_{2}\left(\widetilde{M}_{12}-g_{1}\right), \\
& \partial_{t} g_{2}+v \cdot \nabla_{x} g_{2}=\nu_{22} n_{2}\left(\widetilde{G}_{2}-g_{2}\right)+\nu_{21} n_{1}\left(\widetilde{M}_{21}-g_{2}\right),
\end{aligned}
$$

where $\widetilde{G}_{1}, \widetilde{G}_{2}, \widetilde{M}_{12}$ and $\widetilde{M}_{21}$ are given by

$$
\begin{array}{ll}
\widetilde{G}_{1}=\int G_{1} d \eta_{l_{1}}, & \widetilde{M}_{12}=\int M_{12} d \eta_{l_{1}}, \\
\widetilde{G}_{2}=\int G_{2} d \eta_{l_{2}}, & \widetilde{M}_{21}=\int M_{21} d \eta_{l_{2}} .
\end{array}
$$

It is possible to compute the densities

$$
\begin{aligned}
& n_{1}=\iint f_{1} d \eta_{l_{1}} d v=\int g_{1} d v \\
& n_{2}=\iint f_{2} d \eta_{l_{2}} d v=\int g_{2} d v
\end{aligned}
$$

the velocities

$$
\begin{aligned}
& u_{1}=\iint v f_{1} d \eta_{l_{1}} d v=\int v g_{1} d v, \\
& u_{2}=\iint v f_{2} d \eta_{l_{2}} d v=\int v g_{2} d v,
\end{aligned}
$$

the temperatures

$$
\begin{aligned}
& \Lambda_{1}=\frac{1}{n_{1}} \iint\left|v-u_{1}\right|^{2} f_{1} d \eta_{l_{1}} d v,=\frac{1}{n_{1}} \int\left|v-u_{1}\right|^{2} g_{1} d v \\
& \Lambda_{2}=\frac{1}{n_{2}} \int\left|v-u_{2}\right|^{2} g_{2} d v \\
& \Theta_{1}=\frac{1}{n_{1}} \iint\left|\eta_{l_{1}}\right|^{2} f_{1} d \eta_{l_{1}} d v=\frac{1}{n_{1}} \int\left|\eta_{l_{1}}\right|^{2} h_{1} d v \\
& \Theta_{2}=\frac{1}{n_{2}} \int\left|\eta_{l_{2}}\right|^{2} h_{2} d v
\end{aligned}
$$

if we define the reduced functions

$$
h_{1}=\int\left|\eta_{l_{1}}\right|^{2} f_{1} d \eta_{l_{1}}, \quad h_{2}=\int\left|\eta_{l_{2}}\right|^{2} f_{2} d \eta_{l_{2}}
$$

which solve the equations

$$
\begin{aligned}
& \partial_{t} h_{1}+v \cdot \nabla_{x} h_{1}=\nu_{11} n_{1}\left(\widetilde{\widetilde{G}}_{1}-h_{1}\right)+\nu_{12} n_{2}\left(\widetilde{\widetilde{M}}_{12}-h_{1}\right), \\
& \partial_{t} h_{2}+v \cdot \nabla_{x} h_{2}=\nu_{22} n_{2}\left(\widetilde{\widetilde{G}}_{2}-h_{2}\right)+\nu_{21} n_{1}\left(\widetilde{\widetilde{M}}_{21}-h_{2}\right),
\end{aligned}
$$

where $\widetilde{\widetilde{G}}_{1}, \widetilde{\widetilde{G}}_{2}, \widetilde{\widetilde{M}}_{12}$ and $\widetilde{\widetilde{M}}_{21}$ are given by

$$
\begin{array}{ll}
\widetilde{\widetilde{G}}_{1}=\int\left|\eta_{l_{1}}\right|^{2} G_{1} d \eta_{l_{1}}, & \widetilde{\widetilde{M}}_{12}=\int\left|\eta_{l_{1}}\right|^{2} M_{12} d \eta \\
\widetilde{\widetilde{G}}_{2}=\int\left|\eta_{l_{2}}\right|^{2} G_{2} d \eta_{l_{2}}, & \widetilde{\widetilde{M}}_{21}=\int\left|\eta_{l_{2}}\right|^{2} M_{21} d \eta_{l_{2}}
\end{array}
$$

If we compute $\widetilde{G}_{k}, \widetilde{M}_{12}, \widetilde{M}_{21}, \widetilde{\widetilde{G}}_{k}, \widetilde{M}_{12}, \widetilde{M}_{21}$ for $k=1,2$, we get

$$
\begin{aligned}
\widetilde{G}_{k}(x, v, t) & =\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{k}^{E S}}{m_{k}}\right)}} \exp \left(-m_{k}\left(v-u_{k}\right)\left(\Lambda_{k}^{E S}\right)^{-1} \cdot\left(v-u_{k}\right)\right), \quad k=1,2, \\
\widetilde{M}_{12}(x, v, t) & =\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda_{12}}{m_{1}}}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{\Lambda_{12}}{m_{1}}}\right) \\
\widetilde{M}_{21}(x, v, t) & =\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}} d} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{\Lambda_{21}}{m_{2}}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \widetilde{\widetilde{G}}_{k}(x, v, t)=\frac{n_{k}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{k}^{E S}}{m_{k}}\right)}} \exp \left(-m_{k}\left(v-u_{k}\right)\left(\Lambda_{k}^{E S}\right)^{-1} \cdot\left(v-u_{k}\right)\right) \Theta_{k}, \quad k=1,2 \\
& \widetilde{\widetilde{M}}_{12}(x, v, t)=\frac{n_{1}}{\sqrt{2 \pi \frac{\Lambda_{12}}{m_{1}}} d} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{\Lambda_{12}}{m_{1}}}\right) \Theta_{12} \\
& \widetilde{\widetilde{M}}_{21}(x, v, t)=\frac{n_{2}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{\Lambda_{21}}{m_{2}}}\right) \Theta_{21}
\end{aligned}
$$

We are able to compute all the six Maxwell distributions because we can compute all moments by the previous computation.

### 8.4.2 A mixture consisting of a mono-atomic and a diatomic gas

We consider now the special case of two species, one species is mono-atomic and has only translational degrees of freedom $l_{1}=0$, the other one is diatomic and has in addition two rotational degrees of freedom $l_{2}=2$ and both have a general number of degrees of freedom in translations $d \in \mathbb{N}$. In this case the total number of rotational degrees of freedom is $M=l_{1}+l_{2}=2$ since in sum we have two possible rotations. Our variable for the rotational energy degrees of freedom are $\eta \in \mathbb{R}^{2}$, $\eta_{l_{1}}=(0,0)^{T}, \eta_{l_{2}}=\eta$, since $\eta_{l_{k}}$ coincides with $\eta$ in the components corresponding to the rotational degrees of freedom of species $k$ and is zero in the other components. So our distribution function $f_{1}(x, v, t)$ of species 1 depends on $x, v$ and $t$ and our distribution function $f_{2}(x, v, \eta, t)$ of species 2 depends on $x, v, \eta$ and $t$. The moments of $f_{1}$ are given by

$$
\int f_{1}(v)\left(\begin{array}{c}
1 \\
v \\
m_{1}\left|v-u_{1}\right|^{2} \\
m_{1}\left(v-u_{1}\right) \otimes\left(v-u_{1}\right)
\end{array}\right) d v=:\left(\begin{array}{c}
n_{1} \\
n_{1} u_{1} \\
d n_{1} T_{1}^{\text {trans }} \\
\mathbb{P}_{1}
\end{array}\right)
$$

and the moments of species 2 are given by

$$
\int f_{2}(v, \eta)\left(\begin{array}{c}
1 \\
v \\
\eta \\
m_{2}\left|v-u_{2}\right|^{2} \\
m_{2}|\eta|^{2} \\
m_{2}\left(v-u_{2}\right) \otimes\left(v-u_{2}\right)
\end{array}\right) d v d \eta=:\left(\begin{array}{c}
n_{2} \\
n_{2} u_{2} \\
0 \\
d n_{2} T_{2}^{\text {trans }} \\
l_{2} n_{2} T_{k}^{\text {rot }} \\
\mathbb{P}_{2}
\end{array}\right) .
$$

The third equality is an assumption. We could also define a general $\bar{\eta}:=\int f_{2}(v, \eta) \eta d v d \eta$. Our model reduces to

$$
\begin{aligned}
& \partial_{t} f_{1}+v \cdot \nabla_{x} f_{1}=\nu_{11} n_{1}\left(G_{1}\left(f_{1}\right)-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}\left(f_{1}, f_{2}\right)-f_{1}\right), \\
& \partial_{t} f_{2}+v \cdot \nabla_{x} f_{2}=\nu_{22} n_{2}\left(G_{2}\left(f_{2}\right)-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}\left(f_{1}, f_{2}\right)-f_{2}\right),
\end{aligned}
$$

with the modified Maxwell distributions

$$
\begin{aligned}
G_{1}(x, v, t) & =\frac{n_{1}}{\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{1}^{E S}}{m_{1}}\right)}} \exp \left(-\frac{1}{2}\left(v-u_{1}\right) \cdot\left(\frac{\Lambda_{1}^{E S}}{m_{1}}\right)^{-1} \cdot\left(v-u_{1}\right)\right), \\
G_{2}(x, v, \eta, t) & =\frac{n_{2}}{\left.\sqrt{\operatorname{det}\left(2 \pi \frac{\Lambda_{2}^{E S}}{m_{2}}\right.}\right)} \frac{1}{\sqrt{2 \pi \frac{\theta_{2}}{m_{2}}} l^{l}} \exp \left(-\frac{1}{2}\left(v-u_{2}\right) \cdot\left(\frac{\Lambda_{2}^{E S}}{m_{2}}\right)^{-1} \cdot\left(v-u_{2}\right)-\frac{1}{2} \frac{m_{2}|\eta|^{2}}{\Theta_{2}}\right), \\
M_{12}(x, v, t) & =\frac{n_{12}}{\sqrt{2 \pi \frac{\Lambda_{12}}{m_{1}}}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{\Lambda_{12}}{m_{1}}}\right), \\
M_{21}(x, v, \eta, t) & =\frac{n_{21}}{\sqrt{2 \pi \frac{\Lambda_{21}}{m_{2}}}} \frac{1}{\sqrt{2 \pi \frac{\Theta_{21}}{m_{2}}} l^{l}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{\Lambda_{21}}{m_{2}}}-\frac{|\eta|^{2}}{2 \frac{\Theta_{21}}{m_{2}}}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \Lambda_{1}^{E S}=\left(1-\tilde{\mu}_{1}\right) T_{1}^{\text {trans }} \mathbb{1}_{n}+\tilde{\mu}_{1} \frac{\mathbb{P}_{1}}{n_{1}} \\
& \Lambda_{2}^{E S}=\left(1-\tilde{\mu}_{2}\right) \Lambda_{2} \mathbb{1}_{n}+\tilde{\mu}_{2} \frac{\Lambda_{2}^{\text {ten }}}{n_{2}}
\end{aligned}
$$

with $\tilde{\mu}_{k} \in \mathbb{R}, k=1,2$. For $\Lambda_{2}^{t e n}$ we use the additional relaxation equation

$$
\begin{equation*}
\partial_{t} \widehat{G}_{2}+v \cdot \nabla_{x} \widehat{G}_{2}=\frac{\nu_{22} n_{2}}{Z_{r}^{2}} \frac{d+2}{d}\left(\widetilde{G}_{2}-\widehat{G}_{2}\right)+\nu_{22} n_{2}\left(G_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right) \tag{8.53}
\end{equation*}
$$

Here $\widehat{G}_{2}$ is given by

$$
\begin{equation*}
\widehat{G}_{2}=\frac{n_{2}}{\sqrt{\operatorname{det}\left(2 \pi \Lambda_{2}^{t e n}\right)}} \exp \left(-\frac{1}{2}\left(v-u_{2}\right) \cdot\left(\frac{\Lambda_{2}^{t e n}}{m_{2}}\right)^{-1} \cdot\left(v-u_{2}\right)-\frac{m_{2}|\eta|^{2}}{2 T_{2}^{r o t}}\right) \tag{8.54}
\end{equation*}
$$

and $\widetilde{G}_{2}$ is given by

$$
\widetilde{G}_{2}=\frac{n_{2}}{\sqrt{\operatorname{det}\left(2 \pi \frac{T_{2}^{t e n}}{m_{2}}\right)}} \frac{1}{\sqrt{2 \pi{\frac{T_{2}}{m_{2}}}^{2}}} \exp \left(-\frac{1}{2}\left(v-u_{2}\right) \cdot\left(\frac{T_{2}^{t e n}}{m_{2}}\right)^{-1} \cdot\left(v-u_{2}\right)-\frac{1}{2} \frac{m_{2}|\eta|^{2}}{T_{2}}\right)
$$

where the components of $T_{2}^{t e n}$ are defined in the following way

$$
\begin{array}{ll}
\left(T_{2}^{t e n}\right)_{i i}=T_{2}:=\frac{d}{d+2} \Lambda_{2}+\frac{2}{d+2} \Theta_{2} & \text { for } \quad i=1, \ldots d \\
\left(T_{2}^{t e n}\right)_{i j}=\frac{d}{d+2}\left(\mathbb{P}_{2}\right)_{i j} & \text { for } i, j=1, \ldots d, i \neq j \tag{8.55}
\end{array}
$$

We couple this with conservation of internal energy of species 2

$$
\frac{d}{2} n_{2} \Lambda_{2}=\frac{d}{2} n_{2} T_{2}^{\text {trans }}+\frac{l_{2}}{2} n_{2} T_{2}^{\text {rot }}-\frac{l_{2}}{2} n_{2} \Theta_{2} .
$$
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If we multiply (8.53) by $|\eta|^{2}$, integrate with respect to $v$ and $\eta$ and use conservation of mass, we obtain the following macroscopic equation

$$
\begin{aligned}
\partial_{t}\left(\Lambda_{2}^{t e n}\right)+u_{2} \cdot \nabla_{x}\left(\Lambda_{2}^{t e n}\right)=\frac{\nu_{22} n_{2}}{Z_{r}^{2}} \frac{d+2}{d}\left(T_{2}^{t e n}-\Lambda_{2}^{t e n}\right) & +\nu_{22} n_{2}\left(\Lambda_{2}^{E S}-\mathbb{P}_{2}\right) \\
& +\nu_{21} n_{1}\left(\Theta_{12}-T_{2}^{r o t}\right)
\end{aligned}
$$

If we assume that

$$
\begin{array}{r}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \\
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R}
\end{array}
$$

and

$$
\Lambda_{12}=\alpha T_{1}^{\text {trans }}+(1-\alpha) \Lambda_{2}+\gamma\left|u_{1}-u_{2}\right|^{2}, \quad 0 \leq \alpha \leq 1, \gamma \geq 0
$$

we have conservation of mass, total momentum and total energy provided that

$$
\begin{gathered}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right) \\
\Lambda_{21}+\frac{l_{2}}{d} \Theta_{21}=\left[\frac{1}{d} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2} \\
+\varepsilon(1-\alpha) T_{1}^{\text {trans }}+(1-\varepsilon(1-\alpha)) \Lambda_{2}+\frac{l_{2}}{d} \Theta_{2} .
\end{gathered}
$$

We take into account the symmetry of the both temperatures and choose

$$
\begin{aligned}
\Lambda_{21} & =\varepsilon(1-\alpha) \Lambda_{1}+(1-\varepsilon(1-\alpha)) \Lambda_{2} \\
& +\left[\frac{1}{d} \varepsilon m_{1}(1-\delta)\left(\frac{m_{1}}{m_{2}} \varepsilon(\delta-1)+\delta+1\right)-\varepsilon \gamma\right]\left|u_{1}-u_{2}\right|^{2} \\
\Theta_{21} & =\Theta_{2}
\end{aligned}
$$

### 8.5 A kinetic model leading to an equation of state different from the ideal gas law

Let $x \in \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ be the phase space variables and $t \geq 0$ the time. Let $l$ the number of rotational and vibrational degrees of freedom of the gas. Further, $\eta \in \mathbb{R}^{l}$ is the variable for the internal energy degrees of freedom.

We consider a distribution function $f(x, v, \eta, t)>0$. Furthermore, we relate the distribution function to macroscopic quantities by mean-values of $f$ as follows

$$
\int f(v, \eta)\left(\begin{array}{c}
1  \tag{8.56}\\
v \\
\eta \\
m|v-u|^{2} \\
m\left|\eta-\bar{\eta}_{l}\right|^{2}
\end{array}\right) d v d \eta=:\left(\begin{array}{c}
n \\
n u \\
n \bar{\eta}_{l} \\
3 n T^{\text {trans }} \\
l n T^{r o t}
\end{array}\right)
$$

8.5 A kinetic model leading to an equation of state different from the ideal gas law
where $n$ is the number density, $u$ the mean velocity and $T^{\text {trans }}$ the temperature of the translation, $T^{r o t}$ the temperature of the rotation and vibration. Note that we write $T^{\text {trans }}$ and $T^{\text {rot }}$ instead of $k_{B} T^{\text {trans }}$ and $k_{B} T^{\text {rot }}$, where $k_{B}$ is Boltzmann's constant.

We consider the following model

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=\nu n(M-f), \tag{8.57}
\end{equation*}
$$

with the Maxwell distribution

$$
\begin{equation*}
M(x, v, \eta, t)=\frac{n}{\sqrt{2 \pi \frac{T}{m}}^{3}} \frac{1}{\sqrt{2 \pi \frac{T}{m}}} \exp \left(-\frac{|v-u|^{2}}{2 \frac{T}{m}}-\frac{|\eta-w|^{2}}{2 \frac{T}{m}}\right) \tag{8.58}
\end{equation*}
$$

where $T$ is the total equilibrium temperature and is given by

$$
\begin{equation*}
T:=\frac{3 T^{\text {trans }}+l T^{\text {rot }}}{d+l} . \tag{8.59}
\end{equation*}
$$

Now, assume that we assume that $\bar{\eta}_{l}$ is fixed and equal to a vector $w$ in $\mathbb{R}^{l}$ such that $|w|^{2}=2 \frac{p_{\infty}}{m n}$ for a given constant $p_{\infty}$ in the Maxwell distribution in (8.3). Since $|w|^{2}$ represents the kinetic energy in the rotation and vibration, $p_{\infty}$ may be related to the moment of inertia in the case of rotations or the Hook'sches law in the case of vibrations. In this case, we will obtain an equation of state given by

$$
p=n T+\text { const. }
$$

This is shown in the following. The additional constant takes into account an attractive force between the particles which is neglected in the case of an ideal gas.

Theorem 8.5.1 (Macroscopic equations). Assume $f \in L^{\infty}(d v d \eta)$ decays fast enough to zero in the $v$ and $\eta$ variables and is a solution to (8.57) in the sense of distributions. If in addition $f$ coincides with the Maxwell distribution $M$ given by (8.58), it satisfies the following local macroscopic conservation laws.

$$
\begin{gathered}
\partial_{t} n+\nabla_{x}(n u)=0 \\
\partial_{t}(m n u)+\nabla_{x}(n T)+\nabla_{x} \cdot(m n u \otimes u)=0, \\
\partial_{t}\left(\frac{m}{2} n|u|^{2}+\frac{3+l}{2} n T\right)+\nabla_{x} \cdot\left(\left(\frac{5+l}{2} n T+p_{\infty}\right) u\right)+\nabla_{x} \cdot\left(\frac{m}{2} n|u|^{2} u\right)=0 .
\end{gathered}
$$

Proof. If we integrate the equation (8.57) with respect to $v$ and $\eta$ and use $f=M$, we get:

$$
\int \partial_{t} M d v d \eta+\int v \cdot \nabla_{x} M d v d \eta=0
$$

If we formally exchange integration and derivatives, we obtain

$$
\partial_{t} \int M d v d \eta+\nabla_{x} \cdot \int v M d v d \eta=0
$$
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This is equivalent to

$$
\partial_{t} n+\nabla_{x} \cdot(n u)=0
$$

since we have

$$
\begin{aligned}
\int M d v d \eta & =\int \frac{n}{\sqrt{2 \pi \frac{T}{m}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 \frac{T}{m}}\right) d v \int \frac{1}{\sqrt{2 \pi \frac{T}{m}}^{2}} \exp \left(-\frac{|\eta-w|^{2}}{2 \frac{T}{m}}\right) d \eta \\
& =n
\end{aligned}
$$

and

$$
\begin{aligned}
\int M v d v d \eta & =\int v{\frac{n}{{\sqrt{2 \pi \frac{T}{m}^{3}}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 \frac{T}{m}}\right) d v \int \frac{1}{\sqrt{2 \pi \frac{T}{m}}^{l}} \exp \left(-\frac{|\eta-w|^{2}}{2 \frac{T}{m}}\right) d \eta}=n u .
\end{aligned}
$$

Multiplying the equation (8.57) by $m v$, integrating it with respect to $v$ and $\eta$ and using $f=M$, leads to

$$
m \int v \partial_{t} M d v d \eta+m \int v v \cdot \nabla_{x} M d v d \eta=0 .
$$

We formally exchange derivative and integration and obtain

$$
m \partial_{t}(n u)+\nabla_{x} \cdot \int m v \otimes v M d v d \eta=0
$$

We can compute

$$
\begin{aligned}
\int v \otimes v M d v d \eta & =\int v \otimes v{\frac{n}{\sqrt{2 \pi \frac{T}{m}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 \frac{T}{m}}\right) d v \int \frac{1}{\sqrt{2 \pi \frac{T}{m}}^{2}} \exp \left(-\frac{|\eta-w|^{2}}{2 \frac{T}{m}}\right) d \eta}=n u \otimes u+n \frac{T}{m}
\end{aligned}
$$

so the second term turns into

$$
\nabla_{x}(n T)+\nabla_{x} \cdot(m n u \otimes u)
$$

So all in all, we get

$$
\partial_{t}(m n u)+\nabla_{x}(n T)+\nabla_{x} \cdot(m n u \otimes u)=0 .
$$

Multiplying the equation (8.57) by $\frac{m}{2}\left(|v|^{2}+|\eta|^{2}\right)$, integrating it with respect to $v$ and $\eta$ and using $f=M$, leads to

$$
\frac{m}{2} \int\left(|v|^{2}+|\eta|^{2}\right) \partial_{t} M d v d \eta+\frac{m}{2} \int\left(|v|^{2}+|\eta|^{2}\right) v \cdot \nabla_{x} M d v d \eta=0 .
$$

We formally exchange derivative and integration and obtain

$$
\partial_{t}\left(\frac{m}{2} n|u|^{2}+\frac{3+l}{2} n T\right)+\nabla_{x} \cdot \int m v\left(|v|^{2}+|\eta|^{2}\right) M d v d \eta=0,
$$

since we have

$$
\begin{aligned}
m \int\left(|v|^{2}+|\eta|^{2}\right) M d v d \eta & =\frac{m n|u|^{2}}{2}+\frac{3}{2} n T+\frac{m n|w|^{2}}{2}+\frac{l}{2} n T \\
& =\frac{m n|u|^{2}}{2}+\frac{3+l}{2} n T+p_{\infty},
\end{aligned}
$$

where $p_{\infty}$ is a constant, so its time derivative vanishes. Last, we compute

$$
\begin{aligned}
& m \int v\left(|v|^{2}+|\eta|^{2}\right) M d v d \eta=\int|v|^{2} v M d v d \eta+\int|\eta|^{2} v M d v d \eta \\
& \quad=\left(\frac{m n}{2}|u|^{2}+\frac{5}{2} n T\right) u \\
& \quad+\int v \frac{n}{\sqrt{2 \pi \frac{T}{m}}^{3}} \exp \left(-\frac{|v-u|^{2}}{2 \frac{T}{m}}\right) d v \int|\eta|^{2} \frac{1}{\sqrt{2 \pi \frac{T}{m}}} \exp \left(-\frac{|\eta-w|^{2}}{2 \frac{T}{m}}\right) d \eta \\
& \quad=\left(\frac{m}{2} n|u|^{2}+\frac{5}{2} n T\right) u+\left(\frac{l}{2} n T+p_{\infty}\right) u
\end{aligned}
$$

and obtain

$$
\partial_{t}\left(\frac{m}{2} n|u|^{2}+\frac{3+l}{2} n T\right)+\nabla_{x} \cdot\left[\left(\frac{m n}{2}|u|^{2}+\frac{5+l}{2} n T+p_{\infty}\right) u\right]=0 .
$$

### 8.6 Existence, uniqueness and positivity of solutions

In this section we want to give some remarks to the existence, uniqueness and positivity of mild solutions in the case of polyatomic molecules.

### 8.6.1 Existence and uniqueness for the single polyatomic BGK model

First of all, we want to consider the polyatomic BGK model in the case of one species. So we consider the case when $k=1$ in section 8.1. That means we have only one species and in the following we omit the index $k$. The proof of existence and uniqueness of non-negative solutions for polyatomic molecules is analogous to the proof of existence and uniqueness for mono-atomic molecules. So we just sketch the main differences in the proof compared to the mono-atomic case. We start with the definition of mild solutions in the polyatomic BGK case for one species. We assume that the collision frequency $\nu$ is equal to a constant $\tilde{\nu}$ as in the existence and
uniqueness proof in the mono-atomic case and denote the position space by $\Lambda_{\text {poly }}$ in order to avoid confusion with the rotational and vibrational temperature $\Lambda$.

We observe that equation (8.6) for one species has not the same structure as equation (8.2) for one species. In equation (8.2), we only have the Maxwell distribution $M$ on the right-hand side after absorbing $f$ into the left-hand side with the trick described in section 4.1.1. This leads to the mild formulation as in definition 4.2.1 for one species, where we have only $M$ in the integral. Whereas, in equation (8.6), we also have an $f$ on the right-hand side which we can not absorb into the left-hand side. What we do is the following. We define $g=\left(1-z_{r}\right) M-f$. Then $g$ satisfies

$$
\partial_{t} g+v \cdot \nabla_{x} g=z_{r} \tilde{\nu}\left[\left(1-z_{r}\right) \tilde{M}-g\right]
$$

and then we consider the following mild formulation.
Definition 8.6.1. We call $f, M$ with $\left(1+|v|^{2}+|\eta|^{2}\right) f, M \in L^{1}(d v), f, M \geq 0$ a mild solution to (8.2), (8.6) under the conditions for the collision frequencies (4.11) if and only if $f$ satisfies

$$
\begin{aligned}
& f(x, v, \eta, t)=e^{-\alpha(t)} f^{0}(x-t v, v, \eta)+e^{-\alpha(t)} \int_{0}^{t} \widetilde{\nu} M(x+(s-t) v, v, \eta, s) e^{\alpha(s)} d s, \\
& g(x, v, \eta, t)=e^{-\tilde{\alpha}(t)} g^{0}(x-v t, v, \eta)+e^{-\tilde{\alpha}(t)} \int_{0}^{t} \widetilde{\nu} z_{r}\left(1-z_{r}\right) \widetilde{M}(x+(s-t) v, v, \eta, s) e^{\tilde{\alpha}(s)} d s,
\end{aligned}
$$

where $\alpha$ is given by

$$
\alpha(x, v, t)=\widetilde{\nu} t \quad \text { and } \quad \tilde{\alpha}=z_{r} \tilde{\nu} t
$$

and

$$
M=\frac{g+f}{1-z_{r}}
$$

In order to prove existence and uniqueness, we have the following inequalities for $n, u, \bar{\eta}$ and $T$ given by (8.9).
Remark 8.6.1. In the polyatomic case for one species we define $\xi=(v, \eta), \bar{\xi}=(u, \bar{\eta})$ and $N_{q}(f)=\sup _{\xi}|\xi|^{q} f$. Then we have the following estimates which correspond to the estimates (i.1) in theorem 4.3.1, (ii.1) in theorem 4.3.2, (iii.1) in theorem 4.3.4 and (iv.1) in consequences 4.3.5.
(i.1)* $\frac{n}{(T)^{\frac{d+l}{2}}} \leq C N_{0}(f)$,
(ii.1)* $n\left(T+|u|^{2}+|\bar{\eta}|^{2}\right)^{\frac{q-d-l}{2}} \leq C_{q} N_{q}(f)$, for $q>d+l+2$,
(iii.1)* $\frac{n|\bar{\xi}|^{d+l+q}}{\left[\left(T+|\bar{\xi}|^{2}\right) T\right]^{\frac{d+l}{2}}} \leq C_{q} N_{q}(f)$, for $q>1$.
(iv.1)* $\sup _{\xi}|\xi|^{q} \widetilde{M}(f) \leq C_{q} N_{q}(f)$ for $q>N+2$ or $q=0$.

These estimates can be proven analogously to the estimates (i.1), (ii.1), (iii.1) and (iv.1) in the mono-atomic case using $\xi$ instead of $v$.

Concerning the integration we also replace $v$ by $\xi$ and consider the $L^{1}$-norm with the weight $\left(1+|\xi|^{2}\right) d \xi d x=\left(1+|v|^{2}+|\eta|^{2}\right) d v d \eta d x$ in the following. Furthermore, in the mono-atomic case we proved existence and uniqueness of mild solutions under the assumptions 4.3.1. In the polyatomic case we also assume assumptions 1 to 7 in 4.3.1 with the new $L^{1}$-norm and we make the following new assumptions.

Assumption 8.6.1. In the polyatomic case we make the following additional assumptions:
1.-7. We assume 1 to 7 in 4.3 .1 with the $L^{1}$ - norm with the weight $\left(1+|\xi|^{2}\right)$.
8. Additional initial values $\Theta^{0}, \Lambda^{0}$ which satisfy condition (8.5) and are integrable with respect to the space variable $x \in \Lambda_{\text {poly }}$.
9. Assume that the relaxation parameter in front of $(\widetilde{M}-M)$ in (8.6) is constant and non-negative.
10. Assume $\left(1-z_{r}\right) \geq c>0$ for a $c \in \mathbb{R}$.

With this additional assumptions we obtain the following theorem in the polyatomic case for one species
Theorem 8.6.1. Under the assumptions 8.6.1 and the definitions (8.1) and (8.9), there exists a unique non-negative mild solution $f \in C\left(\mathbb{R}^{+} ; L^{1}\left(\left(1+|v|^{2}\right) d v d x\right)\right)$ of the initial value problem (8.2) for one species. Moreover, for all $t>0$ the following bounds hold:

$$
\begin{aligned}
|u(t)|, T(t), N_{q}(f)(t) & \leq A(t)<\infty \\
n(t) & \geq C_{0} e^{-t}>0 \\
T(t) & \geq B(t)>0
\end{aligned}
$$

for $k=1,2$ and some constants $A(t), B(t)$.
Proof. The proof is analogue to the proof of theorem 4.3.6. We describe only the main differences.

Step 1: As in the mono-atomic case we conclude that since $f$ is a mild solution according to the definition 8.6.1. Then we have

$$
N_{q}(f) \leq A_{0}+\int_{0}^{t} C \sup _{\xi}|\xi|^{q} M(x, \xi, s) d s
$$

Then we use that $M$ is also part of the solution according to definition 8.6.1. So we take $g$ from definition 8.6.1 and estimate $g$ from below by $c M$. Then we use the mild formulation for $g$ given by the definition 8.6.1, and obtain the following inequality for $M$

$$
\begin{aligned}
M(x, v, \eta, t) & \leq \frac{1}{c}\left[e^{-\tilde{\alpha}(t)} g^{0}(x-v t, v, \eta)\right. \\
& \left.+e^{-\tilde{\alpha}(t)} \int_{0}^{t} \widetilde{\nu} z_{r}\left(1-z_{r}\right) \widetilde{M}(x+(s-t) v, v, \eta, s) e^{\tilde{\alpha}(s)} d s\right]
\end{aligned}
$$

## 8 Application to polyatomic mixtures

We put this inequality into the previous equation. Then we can use (iv.1)* and conclude as in step 1 of the mono-atomic case

$$
N_{q}(f)(t) \leq A_{0} e^{C_{q} t},
$$

for $q>N+2$ or $q=0$.
Step 2-4: Step 2-4 can be proven analogously to the mono-atomic case.
Step 5: Here we prove Lipschitz continuity of the operator $f \mapsto \widetilde{M}(f)$ when $f$ is restricted to the set

$$
\begin{equation*}
\Omega=\left\{f \in L^{1}\left(\Lambda \times \mathbb{R}^{d} \times \mathbb{R}^{l} ;\left(1+|\xi|^{2}\right) d \xi d x\right) \mid f \geq 0, N_{q}(f)<A, \min \left(n, T, n, \Theta, \Lambda, T_{\text {rot }}, T_{\text {trans }}\right)>C\right\} . \tag{8.60}
\end{equation*}
$$

The proof of the Lipschitz continuity of $\widetilde{M}[f]$ differs from the Lipschitz continuity of $M$ in the mono-atomic case only in the fact that we will get terms with the global equilibrium temperature $T^{\Theta}$ instead of the single temperature $T^{\text {trans, } \theta}$. Nevertheless, since we have estimates of the equilibrium temperature $T$ in remark 8.6.1 the proof is very similar to the mono-atomic case.

Step 6: We consider the sequence $\left\{\left(f^{k}, \Theta^{k}, \Lambda^{k}\right)\right\}$ given by mild solutions to

$$
\begin{aligned}
& \partial_{t} f^{k}+v \cdot \nabla_{x} f^{k}=\tilde{\nu}\left(M^{k-1 \mid k-2}-f^{k}\right), \\
& \partial_{t} g^{k-1 \mid k-2}+v \cdot \nabla_{x} g^{k-1 \mid k-2}=z_{r} \tilde{\nu}\left[\left(1-z_{r}\right) \widetilde{M^{k-2}}-g^{k-1 \mid k-2}\right], \\
& \frac{d}{2} n \Lambda^{k-1}+\frac{l}{2} n \Theta^{k-2}=\frac{d}{2} n T_{k-2}^{\text {trans }}+\frac{l}{2} n T_{k-2}^{r o t}, \\
& f^{2}=f(0), \Theta^{0}=\Theta(0), \quad k \geq 2,
\end{aligned}
$$

where the meaning of the notation $k-1 \mid k-2$ is the following. We take the value of $\Theta^{k-2}$ but all the other functions have the index $k-1$. For fixed $k$ we obtain inhomogeneous transport equations from which we know existence of unique mild solutions in the periodic setting.

In the proof of the Cauchy sequence we obtain analogously as in the mono-atomic case the following estimate

$$
\begin{aligned}
\| f^{n} & -f^{n-1} \|_{L^{1}\left(\left(1+|\xi|^{2}\right) d \xi d x\right)} \\
& \leq e^{-C t} \int_{0}^{t} e^{C s}\left[| | M^{n-1 \mid n-2}(s)-M^{n-2 \mid n-3}(s) \|_{L^{1}\left(\left(1+|\xi|^{2}\right) d \xi d x\right)} d s\right.
\end{aligned}
$$

from the first equation of (8.2) and

$$
\begin{aligned}
\| M^{n-1 \mid n-2} & -M^{n-2 \mid n-3} \|_{\left.L^{1}\left(1+|\xi|^{2}\right) d \xi d x\right)} \\
& \leq e^{-C t} \int_{0}^{t} e^{C s}\left[\left\|\widetilde{M}^{n-2}(s)-\widetilde{M}^{n-3}(s)\right\|_{L^{1}\left(\left(1+|\xi|^{2}\right) d \xi d x\right)} d s\right.
\end{aligned}
$$

from the second equation of (8.2). In the second estimate we use Lipschitz continuity of $\widetilde{M}$ and combine both estimates. The rest is analogously to the mono-atomic case.

Remark 8.6.2 (Existence and uniqueness for the mixture BGK model for polyatomic molecules). The proof of existence and uniqueness for the single polyatomic BGK model can be extended for mixtures in an analogous way as in the case of monoatomic BGK model.

### 8.6.2 Positivity of solutions

Theorem 8.6.2. Let $\left(f_{1}, f_{2}\right)$ be a mild solution to (8.2) - (8.22) under the modified assumptions for existence and uniqueness described in the previous section with positive initial data. Then the solution is positive meaning $f_{1}, f_{2}>0$.

Proof. The proof is exactly the same as in the case of the BGK model for mixtures, see section 4.4.

## Chapter 9

## Convergence to dissipative incompressible Euler equations for two species

In chapter 7 we derived formally a hydrodynamic limit which will lead to the compressible Navier-Stokes equations for two species. But this derivation was formal, we did not prove convergence. To prove convergence to hydrodynamic limits from kinetic equations is a recent area of research. In the case of one species Saint-Raymond proved the convergence to hydrodynamic limits of the BGK model for one species to the incompressible Euler equations in [77] and the incompressible Navier-Stokes equations in [78]. As far as we know, there is no result in the case of gas mixtures. In this chapter we extend the limit to the incompressible Euler equations for one species in [77] to the model described in chapter 2 in the case of gas mixtures.

### 9.1 The BGK approximation

We repeat the model from chapter 2 for the convenience of the reader. For simplicity in the following we consider a mixture composed of two different species. Thus, our kinetic model has two distribution functions $f_{1}(x, v, t)>0$ and $f_{2}(x, v, t)>0$ where $x \in \mathbb{R}^{3}$ and $v \in \mathbb{R}^{3}$ are the phase space variables and $t \geq 0$ the time. For any $f_{1}, f_{2}: \Lambda \times \mathbb{R}^{3} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}, \Lambda \subset \mathbb{R}^{3}$ with $\left(1+|v|^{2}\right) f_{1},\left(1+|v|^{2}\right) f_{2} \in L^{1}(d v), f_{1}, f_{2} \geq 0$ we relate the distribution functions to macroscopic quantities by mean-values of $f_{k}$, $k=1,2$

$$
\int f_{k}(v)\left(\begin{array}{c}
1  \tag{9.1}\\
v \\
m_{k}\left|v-u_{k}\right|^{2}
\end{array}\right) d v=:\left(\begin{array}{c}
n_{k} \\
n_{k} u_{k} \\
3 n_{k} T_{k}
\end{array}\right), \quad k=1,2
$$

where $n_{k}$ is the number density, $u_{k}$ the mean velocity and $T_{k}$ the temperature of species $k, k=1,2$. Note that in this chapter we shall write $T_{k}$ instead of $k_{B} T_{k}$, where $k_{B}$ is Boltzmann's constant.

We are interested in a BGK approximation of the interaction terms. Then the model can be written as:

$$
\begin{align*}
\partial_{t} f_{1}+v \cdot \nabla_{x} f_{1} & =\nu_{11} n_{1}\left(M_{1}-f_{1}\right)+\nu_{12} n_{2}\left(M_{12}-f_{1}\right), \\
\partial_{t} f_{2}+v \cdot \nabla_{x} f_{2} & =\nu_{22} n_{2}\left(M_{2}-f_{2}\right)+\nu_{21} n_{1}\left(M_{21}-f_{2}\right),  \tag{9.2}\\
f_{1}(t=0) & =f_{1}^{0}, \\
f_{2}(t=0) & =f_{2}^{0},
\end{align*}
$$
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with the Maxwell distributions

$$
\begin{align*}
& M_{k}(x, v, t)=\frac{n_{1}}{{\sqrt{2 \pi \frac{T_{k}}{m_{k}}}}^{3}} \exp \left(-\frac{\left|v-u_{k}\right|^{2}}{2 \frac{T_{k}}{m_{k}}}\right), \quad k=1,2 \\
& M_{12}(x, v, t)=\frac{n_{12}}{{\sqrt{2 \pi \frac{T}{12}_{m_{1}}}}^{3}} \exp \left(-\frac{\left|v-u_{12}\right|^{2}}{2 \frac{T_{12}}{m_{1}}}\right),  \tag{9.3}\\
& M_{21}(x, v, t)=\frac{n_{21}}{{\sqrt{2 \pi \frac{T_{21}}{m_{2}}}}^{3}} \exp \left(-\frac{\left|v-u_{21}\right|^{2}}{2 \frac{T_{21}}{m_{2}}}\right),
\end{align*}
$$

where $\nu_{11} n_{1}$ and $\nu_{22} n_{2}$ are the collision frequencies of the particles of each species with itself, while $\nu_{12} n_{2}$ and $\nu_{21} n_{1}$ are related to interspecies collisions. To be flexible in choosing the relationship between the collision frequencies, we now assume the relationship

$$
\begin{equation*}
\nu_{12}=\varepsilon \nu_{21}, \quad 0<\varepsilon \leq 1 \tag{9.4}
\end{equation*}
$$

The restriction on $\varepsilon$ is without loss of generality. If $\varepsilon>1$, exchange the notation 1 and 2 and choose $\frac{1}{\varepsilon}$ as new $\varepsilon$. In addition, we assume that all collision frequencies are positive. In order to ensure existence and uniqueness of solutions we assume the following restrictions on our collision frequencies

$$
\begin{equation*}
\nu_{k j}(x, t)=\frac{\widetilde{\nu}_{k j}}{n_{k}(x, t)+n_{j}(x, t)}, \quad k, j=1,2 \tag{9.5}
\end{equation*}
$$

with constants $\widetilde{\nu}_{11}, \widetilde{\nu}_{12}, \widetilde{\nu}_{21}, \widetilde{\nu}_{22}>0$.
With this choice of the Maxwell distributions $M_{1}$ and $M_{2}$ with the same densities, velocities and internal energies as $f_{1}$ and $f_{2}$, respectively, we guarantee the conservation of mass, momentum and energy in interactions of one species with itself. The remaining parameters $n_{12}, n_{21}, u_{12}, u_{21}, T_{12}$ and $T_{21}$ will be determined using conservation of total momentum and energy, together with some symmetry considerations.

If we assume that

$$
\begin{equation*}
n_{12}=n_{1} \quad \text { and } \quad n_{21}=n_{2} \tag{9.6}
\end{equation*}
$$

we have conservation of the number of particles. If we further assume that $u_{12}$ is a linear combination of $u_{1}$ and $u_{2}$

$$
\begin{equation*}
u_{12}=\delta u_{1}+(1-\delta) u_{2}, \quad \delta \in \mathbb{R} \tag{9.7}
\end{equation*}
$$

then we have conservation of total momentum provided that

$$
\begin{equation*}
u_{21}=u_{2}-\frac{m_{1}}{m_{2}} \varepsilon(1-\delta)\left(u_{2}-u_{1}\right) \tag{9.8}
\end{equation*}
$$

and $T_{12}$ and $T_{21}$ given by (2.10) and (2.11).

### 9.2 From the BGK equation for gas mixtures to incompressible dissipative Euler

First, we need some definitions concerning the equilibrium distribution and the entropy.

Definition 9.2.1. We denote a Maxwell distribution with mass $m_{k}$, zero mean velocity and temperature 1 by

$$
\bar{M}_{k}(v)=\frac{1}{{\sqrt{2 \pi{\frac{1}{m_{k}}}^{3}}}^{3} \exp \left(-\frac{m_{k}|v|^{2}}{2}\right), \quad k=1,2 . . . . . . . .}
$$

For simplicity, we assume that both $\bar{M}_{1}$ and $\bar{M}_{2}$ have density 1 , but it also would be possible to choose different constant densities here.

Definition 9.2.2 (Relative entropy). Let $f, f^{\prime}$ be two distribution functions. Then, we define the relative entropy of $f$ and $f^{\prime}$ by

$$
H_{\varepsilon}\left(f \mid f^{\prime}\right)=\frac{1}{\varepsilon^{2}} \iint\left[f \ln \frac{f}{f^{\prime}}-f+f^{\prime}\right] d x d v \quad \text { for } \quad \varepsilon>0
$$

and the local relative entropy of $f$ and $f^{\prime}$ by

$$
\bar{H}_{\varepsilon}\left(f \mid f^{\prime}\right)=\frac{1}{\varepsilon^{2}} \int\left[f \ln \frac{f}{f^{\prime}}-f+f^{\prime}\right] d v \quad \text { for } \quad \varepsilon>0
$$

Note that this is a more general definition of the relative entropy as in section 6.2.1. This definition coincides with the definition in section 6.2.1 if the two distribution functions have the same density and if we choose $\varepsilon=1$.

In the following we denote by $M_{f}$ the Maxwell distributions with the same moments as the moments of a distribution function $f$.

Theorem 9.2.1. Let $q>1, T>0$ and $u_{0}^{1}, u_{0}^{2} \in L^{2} \cap L^{\infty}\left(\mathbb{R}^{3}\right)$ be two vector fields with $\nabla_{x} \cdot u_{0}^{1}=\nabla_{x} \cdot u_{0}^{2}=0$. Let $\left(g_{\varepsilon}^{1,0}\right),\left(g_{\varepsilon}^{2,0}\right)$ be two families of functions bounded in $L^{2}\left(\mathbb{R}^{3} \times \mathbb{R}^{3}, d x \bar{M}_{1}(v) d v\right)$ and $L^{2}\left(\mathbb{R}^{3} \times \mathbb{R}^{3}, d x \bar{M}_{2}(v) d v\right)$, respectively, such that

- $1+\varepsilon g_{\varepsilon}^{1,0} \geq 0,1+\varepsilon g_{\varepsilon}^{2,0} \geq 0$ for every $\varepsilon>0,(x, v) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$,
- $H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid M_{\varepsilon}^{1,0}\right) \rightarrow 0, H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid M_{\varepsilon}^{2,0}\right) \rightarrow 0$ for $\varepsilon \rightarrow 0$,
where $M_{\varepsilon}^{1,0}, M_{\varepsilon}^{2,0}$ are local Maxwell distributions with mass $m_{k}$, density 1 , mean velocity $\varepsilon u_{0}^{1}$ and $\varepsilon u_{0}^{2}$, respectively, and temperature 1 . Let $\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right)$ be a solution to

$$
\left\{\begin{aligned}
\varepsilon \partial_{t} f_{1}^{\varepsilon}+v \cdot \nabla_{x} f_{1}^{\varepsilon} & =\frac{1}{\varepsilon^{q}}\left(M_{f_{1}^{\varepsilon}}-f_{1}^{\varepsilon}\right)+\kappa_{1}(\varepsilon)\left(M_{12}^{\varepsilon}-f_{1}^{\varepsilon}\right), \\
\varepsilon \partial_{t} f_{2}^{\varepsilon}+v \cdot \nabla_{x} f_{2}^{\varepsilon} & =\frac{1}{\varepsilon^{q}}\left(M_{f_{2}^{\varepsilon}}-f_{2}^{\varepsilon}\right)+\kappa_{2}(\varepsilon)\left(M_{21}^{\varepsilon}-f_{2}^{\varepsilon}\right), \\
f_{1}^{\varepsilon}(0, x, v) & =\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}(x, v)\right), \\
f_{2}^{\varepsilon}(0, x, v) & =\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}(x, v)\right) .
\end{aligned}\right.
$$

9 Convergence to dissipative incompressible Euler equations for two species

Then, in the limit $\varepsilon \rightarrow 0$, the part of $\frac{1}{\varepsilon} \int f_{1}^{\varepsilon} v d v$ and $\frac{1}{\varepsilon} \int f_{2}^{\varepsilon} v d v$ which is divergencefree, converge in $C^{0}\left([0, T], \mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)\right)$ to a solution of the dissipative incompressible Euler equations for mixtures. We call two functions $u_{1}, u_{2} \in L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{3}\right)\right) \cap C^{0}\left(\mathbb{R}^{+}, w-\right.$ $\left.L^{2}\left(\mathbb{R}^{3}\right)\right)$ with divergence zero a solution to the dissipative incompressible Euler equations if for all test functions $w_{1}, w_{2} \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{3}\right)$ such that $\nabla_{x} \cdot w_{1}=\nabla_{x} \cdot w_{2}=0$ and for all $t \in[0, T]$ we have the inequalities

$$
\begin{array}{r}
\int\left|w_{1}-u_{1}\right|^{2}(x, t) d x \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} C\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} C\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int E\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) d x d \tau \\
-2 \int_{o}^{t} e^{\int_{0}^{\tau} C\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int C\left(u_{2}-u_{1}\right) \cdot w_{1} d x d \tau \\
\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x \leq \int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} C\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} C\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int E\left(w_{2}\right) \cdot\left(u_{2}-w_{2}\right) d x d \tau \\
-2 \int_{0}^{t} e^{\int_{0}^{\tau} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int C\left(u_{1}-u_{2}\right) \cdot w_{1} d x d \tau
\end{array}
$$

if $\kappa(\varepsilon)(1-\delta(\varepsilon))=\frac{1}{\varepsilon}+O(\varepsilon)$, and

$$
\begin{array}{r}
\int\left|w_{1}-u_{1}\right|^{2}(x, t) d x \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} C\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} C\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int E\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) d x d \tau \\
\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x \leq \int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} C\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} C\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int E\left(w_{2}\right) \cdot\left(u_{2}-w_{2}\right) d x d \tau
\end{array}
$$

if $\kappa(\varepsilon)(1-\delta(\varepsilon))=O(\varepsilon)$, where the matrix $X\left(w_{1}\right)$ is given by

$$
X_{i j}\left(w_{1}\right)=\frac{1}{2}\left(\partial_{x_{i}} w_{1, j}+\partial_{x_{j}} w_{1, i}\right)
$$

the dissipation is given by

$$
\begin{equation*}
E\left(w_{k}\right)=\partial_{t} w_{k}+P\left(w_{k} \cdot \nabla_{x} w_{k}\right), \quad k=1,2 \tag{9.9}
\end{equation*}
$$

with the Leray projection $P$ on the divergence-free part (see appendix A. 3 for the existence), and corresponding equations for the second species. $\delta$ is the parameter in (9.7). We allow a dependence of $\delta$ on $\varepsilon$ here.

The notation $w-L^{2}\left(\mathbb{R}^{3}\right)$ is explained in the appendix A.3. The non-negativity of the terms $1+\varepsilon g_{\varepsilon}^{1,0}, 1+\varepsilon g_{\varepsilon}^{2,0}$ in the assumptions is to ensure non-negativity of the initial data which leads to non-negative solutions for all later times.

The considered system of equations in this theorem is a non-dimensionalized version of the model presented in chapter 2 . It is derived in the case of electrons and ions in section 6.1.4. The meaning of the system obtained in the limit will be motivated in the next section.

### 9.3 Motivation of the dissipative incompressible Euler equations

We want to start with a motivation of the inequality in theorem 9.2.1 in the case of one species. This motivation is also given in [8]. Let $w(x, t)$ be a divergence-free test function and $E$ given by $E(w)=\partial_{t} w+P\left(w \cdot \nabla_{x} w\right)$. Then for any smooth divergence-free solution $u(x, t)$ of the Euler equations one has

$$
\begin{aligned}
\partial_{t} u+\nabla_{x} \cdot(u \otimes u)+\nabla_{x} p & =0, \\
\partial_{t} w+\nabla_{x} \cdot(w \otimes w)+\nabla_{x} p & =E(w) .
\end{aligned}
$$

If we subtract the second equation from the first one and multiply the result by $(u-w)$, we obtain

$$
\frac{d|u-w|^{2}}{d t}+2(u-w) \cdot S(w) \cdot(u-w)=2 E(w) \cdot(u-w)
$$

with $S(w)=\frac{1}{2}\left(\nabla_{x} w+\left(\nabla_{x} w\right)^{T}\right)$. Duhamel's formula leads to

$$
\begin{align*}
|u-w|^{2} & \leq e^{\int_{0}^{t} 2\|S(w)(\tau)\| \infty d s}|u(0)-w(0)|^{2} \\
& +2 \int_{0}^{t} e^{\int_{s}^{t} 2\|S(w)(s)\|_{\infty} d \tau} E(w)(s) \cdot(u-w)(s) d s \tag{9.10}
\end{align*}
$$

Definition 9.3.1. We call $u \in L^{\infty}\left(\mathbb{R}^{+} ; L^{2}\left(\mathbb{R}^{3}\right)\right) \cap C^{0}\left(\mathbb{R}^{+} ; w-L^{2}\left(\mathbb{R}^{3}\right)\right)$ with divergence zero a dissipative solution of the incompressible Euler equations if (9.10) holds for any smooth divergence-free vector field $w \in C_{c}^{\infty}\left([0, T] \times \mathbb{R}^{3}\right)$ for almost all $t \in[0, T]$.

We have the following properties of dissipative solutions:

## Theorem 9.3.1.

i) Any classical solution $u$ of the incompressible Euler equations is a dissipative solution.
ii) Every dissipative solution satisfies the energy inequality

$$
|u(t)|^{2} \leq|u(0)|^{2}
$$
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iii) If $w$ is a classical solution to the incompressible Euler equations and $u$ is a dissipative solution of the incompressible Euler equations, then

$$
|u(t)-w(t)|^{2} \leq e^{\int_{0}^{t} 2\|S(w)(s)\|_{\infty} d s}|u(0)-w(0)|^{2} .
$$

Proof. i) is a direct consequence by the construction. We get ii) if we consider $w=0$ as classical solution. iii) follows from the fact that if $w$ is a classical solution then $E(w)=0$.

The meaning of the theorem is the following. Property $i$ ) shows a relationship between classical and dissipative solutions. Property $i i$ ) motivates the notation of dissipative solutions. The kinetic energy of such a solution is dissipative. Property iii) states that if there exists a classical solution to the Euler equations then every dissipative solution with the same initial data coincides with this classical solution.

Now, we consider the two species case. Consider the functions $u_{1}, w_{1}, u_{2}, w_{2}$ : $\mathbb{R}^{3} \times[0, T] \rightarrow \mathbb{R}$ which satisfy the equations

$$
\begin{align*}
\partial_{t} u_{1}+\nabla_{x} \cdot\left(u_{1} \otimes u_{1}\right)+\nabla_{x} p_{1} & =C_{1}\left(u_{2}-u_{1}\right), \\
\partial_{t} w_{1}+\nabla_{x} \cdot\left(w_{1} \otimes w_{1}\right)+\nabla_{x} p_{1} & =C_{1}\left(w_{2}-w_{1}\right)+E\left(w_{1}\right)-C_{1}\left(w_{2}-w_{1}\right)+Y_{1}\left(u_{1}, u_{2}, w_{1}\right),  \tag{9.11}\\
\partial_{t} u_{2}+\nabla_{x} \cdot\left(u_{2} \otimes u_{2}\right)+\nabla_{x} p_{2} & =C_{2}\left(u_{1}-u_{2}\right), \\
\partial_{t} w_{2}+\nabla_{x} \cdot\left(w_{2} \otimes w_{2}\right)+\nabla_{x} p_{2} & =C_{2}\left(w_{1}-w_{2}\right)+E\left(w_{2}\right)-C_{2}\left(w_{1}-w_{2}\right)+Y_{2}\left(u_{2}, u_{1}, w_{2}\right),
\end{align*}
$$

where $Y_{1}$ is a vector orthogonal to $w_{1}$ and not orthogonal to $u_{1} . C_{1}$ is given by $\frac{Y_{1} \cdot u_{1}}{\left(u_{1}-u_{2}\right) \cdot u_{1}}$. If $w_{1}$ is parallel to $u_{1}$, set $Y_{1}=0$ and $C_{1}=1$. If $u_{1}=u_{2}$ or $u_{1}=0$ set $C_{1}=0$.

Similar for the second species. $Y_{2}$ is a vector orthogonal to $w_{2}$ and not orthogonal to $u_{2} . C_{2}$ is given by $\frac{Y_{2} \cdot u_{2}}{\left(u_{2}-u_{1}\right) \cdot u_{2}}$. If $w_{2}$ is parallel to $u_{2}$, set $Y_{2}=0$ and $C_{2}=1$. If $u_{1}=u_{2}$ or $u_{2}=0$ set $C_{2}=0$. We want to derive similar inequalities as in the one species case. We show it only for species 1 , the other species is analogue to the derivation of the first one.

If we multiply the first two equations of equations (9.11) by $u_{1}-w_{1}$ and subtract the second equation from the first one, we obtain

$$
\begin{aligned}
& \partial_{t}\left|u_{1}-w_{1}\right|^{2}+2\left(u_{1}-w_{1}\right) \cdot X\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) \\
& =2 C_{1}\left(u_{2}-u_{1}\right) \cdot\left(u_{1}-w_{1}\right)-2 C_{1}\left(w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right)-2 E\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) \\
& +2 C_{1}\left(w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right)-2 Y_{1}\left(u_{1}, u_{2}, w_{1}\right) \cdot\left(u_{1}-w_{1}\right)
\end{aligned}
$$

Due to the properties of $Y_{1}$, we have $Y_{1} \cdot w_{1}=0$ and $Y_{1} \cdot u_{1}=C_{1}\left(u_{1}-u_{2}\right) \cdot u_{1}$ and obtain

$$
\begin{aligned}
& \partial_{t}\left|u_{1}-w_{1}\right|^{2}+2\left(u_{1}-w_{1}\right) \cdot X\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) \\
& \quad=-2 C_{1}\left(u_{2}-u_{1}\right) \cdot w_{1}-2 C_{1}\left(w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right) \\
& \quad-2 E\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right)+2 C_{1}\left(w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right) .
\end{aligned}
$$

According to Duhamel's formula, we obtain the following inequality

$$
\begin{align*}
\int\left|w_{1}-u_{1}\right|^{2}(x, t) d x & \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \\
& -2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int E\left(w_{1}\right) \cdot\left(u_{1}-w_{1}\right) d x d \tau  \tag{9.12}\\
& -2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int C_{1}\left(u_{2}-u_{1}\right) \cdot w_{1} d x d \tau
\end{align*}
$$

If we do the same for the second species, we obtain

$$
\begin{align*}
\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x & \leq \int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
& -2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int E\left(w_{2}\right) \cdot\left(u_{2}-w_{2}\right) d x d \tau  \tag{9.13}\\
& -2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int C_{2}\left(u_{1}-u_{2}\right) \cdot w_{2} d x d \tau
\end{align*}
$$

For the second case in theorem 9.2.1 consider the equations

$$
\begin{aligned}
\partial_{t} u_{k}+\nabla \cdot\left(u_{k} \otimes u_{k}\right)+\nabla p_{k} & =0 \\
\partial_{t} w_{k}+\nabla \cdot\left(w_{k} \otimes w_{k}\right)+\nabla p_{k} & =E\left(w_{k}\right), \quad k=1,2
\end{aligned}
$$

and derive inequalities in the same way as in the previous case. We extend the notion of dissipative solutions analogously as in definition 9.3.1. We observe that the different choice of the dependence on $\varepsilon$ is reflected in the appearance of an exchange term between the two species. In the first case, we obtain equations where we have an exchange term of momentum. In the second case, there is no exchange term of the momentum. Then, in the case of mixtures we observe the following properties of dissipative solutions.

## Theorem 9.3.2.

i) Any classical solution satisfies the derived inequality for dissipative incompressible Euler.
ii) We have

$$
\left|u_{k}(t)\right|^{2} \leq\left|u_{k}(0)\right|^{2}, \quad k=1,2
$$

which describes the dissipation of the kinetic energy.
iii) Let $w_{1}, w_{2}$ be classical solutions of the incompressible Euler equations with exchange terms $C_{1}\left(u_{1}-u_{2}\right)$ and $C_{2}\left(u_{2}-u_{1}\right)$ with $C_{1}=C_{2}$ for conservation of momentum. Then $u_{1}=w_{1}$ and $u_{2}=w_{2}$ if the initial values of $u_{1}$ and $w_{1}$ and the initial values of $u_{2}$ and $w_{2}$ coincide.
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Proof. i) is again true by construction. If we take $w_{1}=w_{2}=0$, we obtain ii). We prove iii) in the following way. If $w_{1}$ and $w_{2}$ are classical solutions to the incompressible Euler equations with opposite exchange terms $\left(C_{1}=C_{2}\right)$, then

$$
\begin{align*}
& E\left(w_{1}\right)-C_{1}\left(w_{2}-w_{1}\right)+Y_{1}\left(u_{1}, u_{2}, w_{1}\right)=0 \\
& E\left(w_{2}\right)-C_{1}\left(w_{1}-w_{2}\right)+Y_{2}\left(u_{2}, u_{1}, w_{2}\right)=0 . \tag{9.14}
\end{align*}
$$

From the inequalities (9.12) and (9.13), we obtain by using (9.14) and the properties of $Y_{1}$ and $Y_{2}$.

$$
\begin{array}{r}
\int\left|w_{1}-u_{1}\right|^{2}(x, t) d x \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s} \int C_{1}\left(u_{1}-u_{2}+w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right) d x d \tau . \\
\quad \int\left|w_{2}-u_{2}\right|^{2}(x, t) d x \leq \int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
-2 \int_{0}^{t} e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \int C_{1}\left(u_{2}-u_{1}+w_{1}-w_{2}\right) \cdot\left(u_{2}-w_{2}\right) d x d \tau .
\end{array}
$$

We estimate $e^{\int_{\tau}^{t} 2\left\|X\left(w_{1}\right)(s)\right\| \infty d s}, e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\| \infty d s}$ from below by 1 if the integrand is positive and by $\max \left\{e^{\int_{\tau}^{t} 2\left\|X\left(w_{1}\right)(s)\right\| \infty d s}, e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s}\right\}$ from above if the integrand is negative. The two integrands have the same sign, since we have

$$
\begin{aligned}
& \left(u_{2}-u_{1}+w_{1}-w_{2}\right) \cdot\left(u_{2}-w_{2}\right)=\left|u_{2}-w_{2}\right|^{2}+\left(w_{1}-u_{1}\right) \cdot\left(u_{2}-w_{2}\right), \\
& \left(u_{1}-u_{2}+w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}\right)=\left|u_{1}-w_{1}\right|^{2}+\left(w_{2}-u_{2}\right) \cdot\left(u_{1}-w_{1}\right) .
\end{aligned}
$$

So we denote the common estimate of $e^{\int_{\tau}^{t} 2| | X\left(w_{1}\right)(s) \| \infty d s}$ and $e^{\int_{\tau}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s}$ by $C^{c o m}$ and add both inequalities

$$
\begin{aligned}
& \int\left|w_{1}-u_{1}\right|^{2}(x, t) d x+\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x \\
& \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} 2| | X\left(w_{1}\right)(s) \| \infty d s}+\int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
& -2 \int_{0}^{t} C^{c o m}\left(u_{1}-u_{2}+w_{2}-w_{1}\right) \cdot\left(u_{1}-w_{1}-u_{2}+w_{2}\right) d x d \tau \\
& =\int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{1}\right)(s)\right\|_{\infty} d s}+\int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{2}\right)(s)\right\|_{\infty} d s} \\
& -2 \int_{0}^{t} C^{c o m}\left|u_{1}-u_{2}+w_{2}-w_{1}\right|^{2} d x d \tau .
\end{aligned}
$$

This is equivalent to

$$
\begin{aligned}
& \int\left|w_{1}-u_{1}\right|^{2}(x, t) d x+\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x+2 \int_{0}^{t} \int C^{c o m}\left|u_{2}-u_{1}+w_{2}-w_{1}\right|^{2} d x d \tau \\
& \quad \leq \int\left|w_{1}-u_{1}\right|(x, 0) d x e^{\int_{0}^{t} 2\left\|X\left(w_{1}\right)(s)\right\| \infty d s}+\int\left|w_{2}-u_{2}\right|(x, 0) d x e^{\int_{0}^{t} 2| | X\left(w_{2}\right)(s) \| \infty d s} .
\end{aligned}
$$

Now, if $u_{1}$ and $u_{2}$ have the same initial data as $w_{1}$ and $w_{2}$, respectively, this leads to

$$
\int\left|w_{1}-u_{1}\right|^{2}(x, t) d x+\int\left|w_{2}-u_{2}\right|^{2}(x, t) d x+2 \int_{0}^{t} \int C^{c o m}\left|u_{2}-u_{1}+w_{2}-w_{1}\right|^{2} d x d \tau \leq 0
$$

which leads to $w_{1}=u_{1}$ and $w_{2}=u_{2}$. So for the same initial data, the solutions coincide.

### 9.4 Estimates on the entropy and entropy dissipation for gas mixtures

Lemma 9.4.1. Define $D_{\varepsilon}\left(f_{k}^{\varepsilon}\right):=\frac{1}{\varepsilon^{q+3}} \iint\left(M_{f_{k}^{\varepsilon}}-f_{k}^{\varepsilon}\right) \ln \left(\frac{f_{\varepsilon}^{k}}{M_{k}}\right) d x d v$. With the requirements of theorem 9.2.1, $\left(H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{k}\right)\right)_{\varepsilon},\left(H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid \bar{M}_{k}\right)\right)_{\varepsilon},\left(D_{\varepsilon}\left(f_{1}^{\varepsilon}\right)\right)_{\varepsilon},\left(D_{\varepsilon}\left(f_{2}^{\varepsilon}\right)\right)_{\varepsilon}$ are uniformly bounded in $L^{\infty}\left(\mathbb{R}^{+}\right)$and $L^{1}\left(\mathbb{R}^{+}\right)$, respectively. Especially, in the limit $\varepsilon \rightarrow 0$, $\left(g_{\varepsilon}^{1}\right)_{\varepsilon},\left(g_{\varepsilon}^{2}\right)_{\varepsilon}$ defined by $f_{1}^{\varepsilon}=\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1}\right), f_{2}^{\varepsilon}=\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2}\right)$ are relatively compact in $w-L_{l o c}^{1}\left(d t d x ; w-L^{1}\left(\left(1+|v|^{2}\right) d v\right)\right)$.

An explanation of the notation $w-L_{l o c}^{1}\left(d t d x ; w-L^{1}\left(\left(1+|v|^{2}\right) d v\right)\right)$ can be found in appendix A.3.

Proof. For the time derivative of the entropy, we get in the weak sense

$$
\begin{aligned}
\partial_{t} \bar{H}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right) & =\partial_{t}\left[\frac{1}{\varepsilon^{2}} \int\left(f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right)-f_{1}^{\varepsilon}+\bar{M}_{1}\right) d v\right] \\
& =\frac{1}{\varepsilon^{2}} \int\left(\partial_{t} f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right)+\partial_{t} f_{1}^{\varepsilon}-\partial_{t} f_{1}^{\varepsilon}+\partial_{t} \bar{M}_{1}\right) d v \\
& =\frac{1}{\varepsilon^{2}} \int \partial_{t} f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v \\
& =-\frac{1}{\varepsilon^{3}} \int v \cdot \nabla_{x} f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v+\frac{1}{\varepsilon^{q+3}} \int\left(M_{f_{1}^{\varepsilon}}-f_{1}^{\varepsilon}\right) \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v \\
& +\kappa_{1}(\varepsilon) \frac{1}{\varepsilon^{3}} \int\left(M_{12}^{\varepsilon}-f_{1}^{\varepsilon}\right) \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v \\
& =:-\frac{1}{\varepsilon^{3}} \int v \cdot \nabla_{x} f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v+\bar{D}_{1, \varepsilon}\left(f_{1}^{\varepsilon}\right)+\bar{D}_{12, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right) \\
& =:-\frac{1}{\varepsilon^{3}} \int v \cdot \nabla_{x} f_{1}^{\varepsilon} \ln \left(\frac{f_{1}^{\varepsilon}}{\bar{M}_{1}}\right) d v+\bar{D}_{1, \varepsilon}^{g e s}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right) .
\end{aligned}
$$

Now we integrate this equation with respect to $x$ and $t$. Using appropriate boundary conditions in $x$, we see with integration by parts and Gauß's theorem that the first term on the right-hand side vanishes and we obtain

$$
H_{\varepsilon}\left(f_{\varepsilon}^{1} \mid \bar{M}_{1}\right)+\int_{0}^{t} D_{1, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right) d s \leq H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid \bar{M}_{1}\right)
$$
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with $D_{1, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right)=\int \bar{D}_{1, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right) d x$. In the same way, we can also show this inequality for the second species

$$
H_{\varepsilon}\left(f_{\varepsilon}^{2} \mid \bar{M}_{2}\right)+\int_{0}^{t} D_{2, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right) d s \leq H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid \bar{M}_{2}\right) .
$$

Taking the sum of both, we obtain

$$
\begin{align*}
H_{\varepsilon}\left(f_{\varepsilon}^{1} \mid \bar{M}_{1}\right) & +H_{\varepsilon}\left(f_{\varepsilon}^{2} \mid \bar{M}_{2}\right)+\int_{0}^{t}\left(D_{1, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right)+D_{2, \varepsilon}^{g e s}\left(f_{\varepsilon}^{1}, f_{\varepsilon}^{2}\right)\right) d s  \tag{9.15}\\
& \leq H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid \bar{M}_{1}\right)+H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid \bar{M}_{2}\right) .
\end{align*}
$$

According to the proof of lemma 2.1 in [77] $H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid \bar{M}_{1}\right)$ and $H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid \bar{M}_{2}\right)$ are bounded by a term just depending on $H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid M_{\varepsilon}^{1,0}\right)$ and $H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid M_{\varepsilon}^{1,0}\right)$, respectively. Therefore they are uniformly bounded in $L^{\infty}\left(\mathbb{R}^{+}\right)$due to the assumptions on the initial data. By definition, we have $H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right) \geq 0$ and $H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid \bar{M}_{2}\right) \geq 0$. Due to the H-theorem for mixtures, we also know that $D_{1, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right) \geq 0, D_{2, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right) \geq 0$ and $\left(D_{12, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right)+\right.$ $\left.D_{21, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right)\right) \geq 0$. Here, the entropy dissipations without a bar are defined in the same way as $D_{1, \varepsilon}^{g e s}$ via integration with respect to $x$ over the entropy dissipation with a bar. Therefore, we can deduce from (9.15), that $H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)$ and $H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid \bar{M}_{2}\right)$ are uniformly bounded in $L^{\infty}\left(\mathbb{R}^{+}\right)$, and $D_{1, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right)$ and $D_{2, \varepsilon}\left(f_{1}^{\varepsilon}, f_{2}^{\varepsilon}\right)$ are uniformly bounded in $L^{1}\left(\mathbb{R}^{+}\right)$. So we proved the first statement of the theorem. The proof of the second statement is the same as in [77], lemma 2.1. The idea is to prove that $\left(g_{\varepsilon}^{1}\left(1+|v|^{2}\right)\right)_{\varepsilon},\left(g_{\varepsilon}^{2}\left(1+|v|^{2}\right)\right)_{\varepsilon}$ are equi-integrable and conclude that it is relatively compact in the weak topology with the theorem of Dunford-Pettis. For the definition of equi-integrability and the theorem of Dunford-Pettis see appendix A.4. The equi-integrability is shown in [77] in the following way. Let $h^{*}$ be the Legendre transformation of $h: z \mapsto(1+z) \ln (1+z)-z$, see appendix A.2. Then one obtains with Young's inequality from appendix A. 2

$$
\frac{1}{4}\left(1+|v|^{2}\right)\left|g_{\varepsilon}^{k}\right| \leq \frac{c}{\varepsilon^{2}} h^{*}\left(\frac{\varepsilon}{c} \frac{1}{4}\left(1+|v|^{2}\right)\right)+\frac{c}{\varepsilon^{2}} h\left(\varepsilon g_{\varepsilon}^{k}\right), \quad c \in \mathbb{R}, k=1,2 .
$$

From the Taylor series one can see that $h^{*}: p \mapsto e^{p}-p-1$ has the property that $h^{*}(\lambda p) \leq \lambda^{2} h^{*}(p)$ for $\lambda$ small enough, see appendix A.2. This leads to

$$
\frac{1}{4}\left(1+|v|^{2}\right)\left|g_{\varepsilon}^{k}\right| \leq \frac{1}{\alpha} h^{*}\left(\frac{1}{4}\left(1+|v|^{2}\right)\right)+\frac{\alpha}{\varepsilon^{2}} h\left(\varepsilon g_{\varepsilon}\right) .
$$

One can show that the integral of $\frac{h\left(\varepsilon g_{\varepsilon}\right)}{\varepsilon^{2}}$ with respect to $(x, v)$ is bounded by a constant, see the proof of lemma 2.1 in [77]. Then, if we multiply the inequality by $\bar{M}_{k}$, integrate with respect to $\Omega$ such that $\iiint \mathbf{1}_{\Omega} \bar{M}_{k} d v d x d t \leq \tilde{\delta}^{2}$. Then choose $c=\tilde{\delta}$, one obtains

$$
\iint_{\Omega} \int\left(1+|v|^{2}\right)\left|g_{\varepsilon}^{k}\right| \bar{M}_{k} d v d x d t \leq K \tilde{\delta}
$$

for all $\varepsilon<\tilde{\delta}$.

Remark 9.4.1. The sum of the entropies is also uniformly bounded. Therefore it exists a convergent subsequence for the sum. Therefore we can find a common sequence going to zero for both single entropies.
Lemma 9.4.2. Let $w_{1}$, $w_{2}$ be two vector fields on $\mathbb{R}^{3} \times[0, T]$ with $\nabla_{x} \cdot w_{1}=\nabla_{x} \cdot w_{2}=0$ and $M_{\varepsilon}^{w_{1}}, M_{\varepsilon}^{w_{2}}$ Maxwell distributions with mass $m_{k}$, density 1 , velocity $\varepsilon w_{1}$ and $\varepsilon w_{2}$, respectively, and temperature 1 . With the requirements of theorem 9.2.1, there exist $\pi_{1}, \pi_{2}: \mathbb{R}^{3} \times[0, T] \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid\right. & \left.M_{\varepsilon}^{w_{1}}\right)(t)-H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid M_{\varepsilon}^{w_{1}, 0}\right) \\
& \leq-\frac{1}{\varepsilon^{2}} \int_{0}^{t} \iint\left(v-\varepsilon w_{1}\right) \cdot \nabla_{x} w_{1} f_{1}^{\varepsilon}(x, v, s) d x d v d s \\
& -\frac{1}{\varepsilon} \int_{0}^{t} \iint\left(E\left(w_{1}\right)+\nabla_{x} \pi_{1}\right)(s, x) \cdot\left(v-\varepsilon w_{1}(x, s)\right) f_{1}^{\varepsilon}(x, v, s) d x d v d s \\
& -\kappa(\varepsilon) \int_{0}^{t} \int \rho_{1, \varepsilon}(1-\delta)\left(u_{2}^{\varepsilon}-u_{1}^{\varepsilon}\right) \cdot w_{1} d x d s, \\
H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid\right. & \left.M_{\varepsilon}^{w_{2}}\right)(t)-H_{\varepsilon}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid M_{\varepsilon}^{w_{2}, 0}\right) \\
& \leq-\frac{1}{\varepsilon^{2}} \int_{0}^{t} \iint\left(v-\varepsilon w_{2}\right) \cdot \nabla_{x} w_{2} f_{2}^{\varepsilon}(s, x, v) d x d v d s \\
& -\frac{1}{\varepsilon} \int_{0}^{t} \iint\left(E\left(w_{2}\right)+\nabla_{x} \pi_{2}\right)(x, s) \cdot\left(v-\varepsilon w_{1}(x, s)\right) f_{2}^{\varepsilon}(x, v, s) d x d v d s \\
& -\kappa(\varepsilon) \int_{0}^{t} \int \rho_{2, \varepsilon}(1-\delta)\left(u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right) \cdot w_{2} d x d s .
\end{aligned}
$$

Proof. We prove only the estimate for species 1 , the other one is the same exchanging the indices 1 and 2.
The H-theorem leads to a decrease of the total entropy

$$
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)+H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid \bar{M}_{2}\right) \leq H_{\varepsilon}^{1}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid \bar{M}_{1}\right)+H_{\varepsilon}^{2}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid \bar{M}_{2}\right)
$$

or, since $H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right), H_{\varepsilon}\left(f_{2}^{\varepsilon} \mid \bar{M}_{2}\right) \geq 0$,

$$
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right) \leq H_{\varepsilon}^{1}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid \bar{M}_{1}\right)+H_{\varepsilon}^{2}\left(\bar{M}_{2}\left(1+\varepsilon g_{\varepsilon}^{2,0}\right) \mid \bar{M}_{2}\right)
$$

A calculation shows

$$
\begin{aligned}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right) & =H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)+\frac{1}{\varepsilon^{2}} \iint f_{1}^{\varepsilon} \ln \left(\frac{\bar{M}_{1}}{M_{\varepsilon}^{w_{1}}}\right) d x d v+\frac{1}{\varepsilon^{2}} \iint\left(M_{\varepsilon}^{w_{1}}-\bar{M}_{1}\right) d x d v \\
& =H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)+\frac{1}{\varepsilon^{2}} \iint f_{1}^{\varepsilon} \ln \left(\frac{\bar{M}_{1}}{M_{\varepsilon}^{w_{1}}}\right) d x d v
\end{aligned}
$$

since $M_{\varepsilon}^{w_{1}}$ and $\bar{M}_{1}$ have the same density. We can compute the second term on the right-hand side and obtain

$$
\iint f_{1}^{\varepsilon} \ln \left(\frac{\bar{M}_{1}}{M_{\varepsilon}^{w_{1}}}\right) d x d v=\frac{1}{2} \iint f_{1}^{\varepsilon}\left(\varepsilon^{2} w_{1}^{2}-2 \varepsilon v \cdot w_{1}\right) d x d v
$$

9 Convergence to dissipative incompressible Euler equations for two species

Then after differentiating and integrating in time, we use

$$
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right) \leq H_{\varepsilon}\left(f_{1}^{\varepsilon}(0) \mid \bar{M}_{1}(0)\right)
$$

and get

$$
\begin{array}{r}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)-H_{\varepsilon}\left(\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid M_{\varepsilon}^{w_{1}}(0)\right) \leq \frac{1}{2 \varepsilon^{2}} \int_{0}^{t} \frac{d}{d s} \iint f_{1}^{\varepsilon}\left(\varepsilon^{2} w_{1}^{2}-2 v \cdot \varepsilon w_{1}\right) d x d v d s \\
=\frac{1}{2 \varepsilon^{2}} \int_{0}^{t} \iint \partial_{s} f_{1}^{\varepsilon}\left(\varepsilon^{2} w_{1}^{2}-2 v \cdot \varepsilon w_{1}\right) d x d v d s+\frac{1}{2 \varepsilon^{2}} \int_{0}^{t} \iint f_{1}^{\varepsilon} \partial_{s}\left(\varepsilon^{2} w_{1}^{2}-2 v \cdot \varepsilon w_{1}\right) d x d v d s \\
=\frac{1}{2 \varepsilon} \int_{0}^{t} \iint\left(-\frac{v}{\varepsilon} \cdot \nabla_{x} f_{1}^{\varepsilon}+\frac{1}{\varepsilon^{q+1}}\left(M_{f_{1}^{\varepsilon}}-f_{1}^{\varepsilon}\right)+\kappa_{1}(\varepsilon)\left(M_{12}^{\varepsilon}-f_{1}^{\varepsilon}\right)\right)\left(\varepsilon^{2} w_{1}^{2}-2 v \cdot \varepsilon w_{1}\right) d x d v d s \\
+\frac{1}{2 \varepsilon} \int_{0}^{t} \iint f_{1}^{\varepsilon}\left(\varepsilon w_{1}-v\right) \cdot \partial_{t} w_{1} d x d v d s \\
=-\frac{1}{2 \varepsilon^{2}} \int_{0}^{t} \iint v \cdot \nabla_{x} f_{1}^{\varepsilon}\left(\varepsilon^{2} w_{1}^{2}-2 v \cdot \varepsilon w_{1}\right) d x d v d s+\frac{1}{2 \varepsilon} \int_{0}^{t} \iint f_{1}^{\varepsilon}\left(\varepsilon w_{1}-v\right) \cdot \partial_{t} w_{1} d x d v d s \\
-\frac{\kappa_{1}(\varepsilon)}{2 \varepsilon} \int_{0}^{t} \iint\left(M_{12}^{\varepsilon}-f_{1}^{\varepsilon}\right) 2 v \cdot \varepsilon w_{1} d x d v d s,
\end{array}
$$

since $f_{1}^{\varepsilon}, M_{f_{1}^{\varepsilon}}$ and $M_{12}^{\varepsilon}$ have the same density. In the third term we carry out the integration with respect to $v$ and use the expressions (9.1) and (9.7). So, all in all, we obtain

$$
\begin{aligned}
H_{\varepsilon}\left(f_{\varepsilon}^{1} \mid M_{\varepsilon}^{w_{1}}\right) & -H_{\varepsilon}\left(\bar{M}_{k}\left(1+\varepsilon g_{\varepsilon}^{1,0}\right) \mid M_{\varepsilon}^{w_{1}}(0)\right) \\
& \leq-\frac{1}{\varepsilon^{2}} \int_{0}^{t} \iint\left(v-\varepsilon w_{1}\right) \cdot \nabla_{x} w_{1} f_{\varepsilon}^{1} d x d v d s \\
& +\frac{1}{\varepsilon} \int_{0}^{t} \iint f_{\varepsilon}^{1}\left(\varepsilon w_{1}-v\right) \cdot\left(\partial_{t} w_{1}+w_{1} \cdot \nabla_{x} w_{1}\right) d x d v d s \\
& -\kappa_{1}(\varepsilon) \int_{0}^{t} \int \rho_{1, \varepsilon}(1-\delta)\left(u_{2}^{\varepsilon}-u_{1}^{\varepsilon}\right) \cdot w_{1} d x d s
\end{aligned}
$$

According to the Leray projection (see appendix A.3), it exists a $\pi_{1}$ such that

$$
w_{1} \cdot \nabla_{x} w_{1}-P\left(w_{1} \cdot \nabla_{x} w_{1}\right)=\nabla_{x} \pi_{1} .
$$

By using the definition of $E$ given by (9.9) we obtain the result.
Lemma 9.4.3. Let $w_{1}, w_{2}$ be smooth vector fields on $\mathbb{R}^{3} \times[0, T]$ with $\nabla_{x} \cdot w_{1}=\nabla_{x} \cdot w_{2}=$ 0 and $M_{\varepsilon}^{w_{1}}, M_{\varepsilon}^{w_{2}}$ Maxwell distributions with mass $m_{k}$, density 1 , velocity $\varepsilon w_{1}$ and $\varepsilon w_{2}$, respectively and temperature 1 . With the requirements of theorem 9.2.1, we have

$$
\begin{aligned}
& \left|\frac{1}{\varepsilon^{2}} \iint\left(v-\varepsilon w_{1}\right) \cdot \nabla_{x} w_{1} f_{1}^{\varepsilon}(x, v, t) d x d v\right| \\
& \leq C\left\|X\left(w_{1}\right)(t)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(t)+\varepsilon^{\frac{q-1}{2}}\left\|X\left(w_{1}\right)(t)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} D_{\varepsilon}^{1}\left(f_{1}^{\varepsilon}\right)(t) \\
& +C \varepsilon^{\frac{q-1}{2}}\left\|X\left(w_{1}\right)(t)\right\|_{L^{1}\left(\mathbb{R}^{3}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \left|\frac{1}{\varepsilon^{2}} \iint\left(v-\varepsilon w_{2}\right) \cdot \nabla_{x} w_{2} f_{1}^{\varepsilon}(x, v, t) d x d v\right|^{\leq C\left\|X\left(w_{2}\right)(t)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{2}}\right)(t)+\varepsilon^{\frac{q-1}{2}}\left\|X\left(w_{2}\right)(t)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} D_{\varepsilon}^{1}\left(f_{1}^{\varepsilon}\right)(t)} \\
& +C \varepsilon^{\frac{q-1}{2}}\left\|X\left(w_{2}\right)(t)\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} .
\end{aligned}
$$

Proof. By a computation one can relate the term $\left(v-\varepsilon w_{k}\right) \cdot w_{k}, k=1,2$ with $X\left(w_{k}\right)$. This is done in the end of the proof of lemma 3.1 in [77]. Then the estimate is proven in [77], lemma 4.1.

Lemma 9.4.4. Let $w_{1}$, $w_{2}$ be smooth vector fields on $\mathbb{R}^{3} \times[0, T]$ with $\nabla_{x} \cdot w_{1}=$ $\nabla_{x} \cdot w_{2}=0$. With the requirements of theorem 9.2.1, there exist $\left(\varepsilon_{n}\right)_{n}$ with $\varepsilon_{n} \rightarrow 0$ and $u_{1}, u_{2} \in L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbb{R}^{3}\right)\right)$ with $\nabla_{x} \cdot u_{1}=\nabla_{x} \cdot u_{2}=0$ such that

$$
\frac{1}{\varepsilon_{n}} \iint\left[\partial_{t} w_{1}+w_{1} \cdot \nabla_{x} w_{1}\right](x, t) \cdot\left(v-\varepsilon_{n} w_{1}(t, x)\right) f_{1}^{\varepsilon_{n}}(x, v, t) d x d v
$$

and

$$
\frac{1}{\varepsilon_{n}} \iint\left[\partial_{t} w_{2}+w_{2} \cdot \nabla_{x} w_{2}\right](x, t) \cdot\left(v-\varepsilon_{n} w_{2}(x, t)\right) f_{2}^{\varepsilon_{n}}(x, v, t) d x d v
$$

converge in $L_{\text {loc }}^{1}\left(\mathbb{R}^{+}\right)$weakly to

$$
\int\left[\partial_{t} w_{1}+w_{1} \cdot \nabla_{x} w_{1}\right](x, t) \cdot\left[u_{1}-w_{1}\right](x, t) d x
$$

respective

$$
\int\left[\partial_{t} w_{2}+w_{2} \cdot \nabla_{x} w_{2}\right](x, t) \cdot\left[u_{2}-w_{2}\right](x, t) d x
$$

Proof. The proof is given in [77], lemma 4.2.

### 9.5 Proof of theorem 9.2.1 for mixtures

Let $w_{1}$ be a smooth vector field on $\mathbb{R}^{3} \times[0, T]$ with $\nabla_{x} \cdot w_{1}=0$. According to the proof of lemma 9.4.2, we have

$$
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(t)=H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)+\frac{1}{2 \varepsilon^{2}} \iint f_{1}^{\varepsilon}\left(\varepsilon^{2} w_{1}^{2}-2 \varepsilon w_{1} \cdot v\right) d x d v
$$

Using the ansatz $f_{1}^{\varepsilon}=\bar{M}_{1}\left(1+\varepsilon g_{\varepsilon}^{1}\right)$, we obtain

$$
\begin{align*}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(t) & =H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)+\frac{1}{2} \int w_{1}^{2}(x, t) d x  \tag{9.16}\\
& +\frac{1}{2} \iint \bar{M}_{1} g_{\varepsilon}^{1}(x, v, t) w_{1} \cdot\left(\varepsilon w_{1}(x, t)-2 v\right) d v d x .
\end{align*}
$$

According to lemma 9.4.1 $H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid \bar{M}_{1}\right)$ is uniformly bounded in $L^{\infty}([0, T])$ and therefore with (9.16) we get that $H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)$ is also uniformly bounded in $L^{\infty}([0, T])$. Since $L^{1}([0, T])$ is separable, we can apply the theorem of Banach-Alaoglu (see appendix A.4) and obtain that there exists a sequence $\varepsilon_{n} \rightarrow 0$ and a function $H^{w_{1}} \in L^{\infty}([0, T])$ such that

$$
H_{\varepsilon_{n}}\left(f_{1}^{\varepsilon_{n}} \mid M_{\varepsilon_{n}}^{w_{1}}\right) \rightarrow H^{w_{1}} \quad \text { in } \quad L^{\infty}([0, T]) \quad \text { weak*. }
$$

According to lemma 9.4.2, we have

$$
\begin{aligned}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid\right. & \left.M_{\varepsilon}^{w_{1}}\right)(t)-H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(0) \\
& \leq-\frac{1}{\varepsilon^{2}} \int_{0}^{t} \iint\left(v-\varepsilon w_{1}\right) \cdot \nabla_{x} w_{1} f_{1}^{\varepsilon}(x, v, s) d x d v d s \\
& -\frac{1}{\varepsilon} \int_{0}^{t} \iint\left(E\left(w_{1}\right)+\nabla_{x} \pi\right)(x, s) \cdot\left(v-\varepsilon w_{1}(x, s)\right) f_{1}^{\varepsilon}(x, v, s) d x d v d s \\
& -\kappa(\varepsilon) \int_{0}^{t} \int \rho_{1, \varepsilon}(1-\delta)\left(u_{2}^{\varepsilon}-u_{1}^{\varepsilon}\right) \cdot w_{1} d x
\end{aligned}
$$

According to lemma 9.4.3, we get

$$
\begin{aligned}
H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid\right. & \left.M_{\varepsilon}^{w_{1}}\right)(t)-H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(0) \leq C \int_{0}^{t}\left\|X\left(w_{1}\right)(s)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} H_{\varepsilon}\left(f_{1}^{\varepsilon} \mid M_{\varepsilon}^{w_{1}}\right)(s) d s \\
& +\varepsilon^{\frac{q-1}{2}} \int_{0}^{t}\left[\left\|X\left(w_{1}\right)(t)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} D_{\varepsilon}^{1}\left(f_{1}^{\varepsilon}\right)(s)+C\left\|X\left(w_{1}\right)(s)\right\|_{L^{1}\left(\mathbb{R}^{3}\right)}\right] d s \\
& -\frac{1}{\varepsilon} \int_{0}^{t} \iint\left(E\left(w_{1}\right)+\nabla_{x} \pi\right)(x, s) \cdot\left(v-\varepsilon w_{1}(x, s)\right) f_{1}^{\varepsilon}(x, v, s) d x d v d s \\
& -\kappa(\varepsilon) \int_{0}^{t} \int \rho_{1, \varepsilon}(1-\delta)\left(u_{2}^{\varepsilon}-u_{1}^{\varepsilon}\right) \cdot w_{1} d x d s .
\end{aligned}
$$

According to lemma 9.4.4, it exists a subsequence $\varepsilon_{n} \rightarrow 0$ such that in the limit

$$
\begin{aligned}
H^{w_{1}}(t) & -H^{w_{1}}(0) \leq C \int_{0}^{t}\left\|X\left(w_{1}\right)(s)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} H^{w_{1}}(s) d s \\
& -\int_{0}^{t} \int\left[\partial_{t} w_{1}+w_{1} \cdot \nabla_{x} w_{1}\right](t, x) \cdot\left[u_{1}-w_{1}\right](x, s) d x d s \\
& -\left\{\begin{array}{lr}
0 & \text { if } \quad \kappa(\varepsilon)(1-\delta(\varepsilon))=O(\varepsilon) \\
\int_{0}^{t} \int \rho_{1}\left(u_{2}-u_{1}\right) \cdot w_{1} d x d s \quad \text { if } \quad \kappa(\varepsilon)(1-\delta(\varepsilon))=\frac{1}{\varepsilon}+O(\varepsilon) .
\end{array}\right.
\end{aligned}
$$

Analogue to the proof of theorem 1 in [77], we conclude using Gronwall's inequality and relating the difference of the entropy to the difference of the velocities $\mid u_{1}(x, t)-$ $w_{1}(x, t) \mid$. See the proof of theorem 1 in [77] for details.

$$
\begin{aligned}
\int \mid u_{1}(x, t) & -\left.w_{1}(x, t)\right|^{2} d x \leq \int\left|u_{0}^{1}(x)-w_{1}(x, 0)\right|^{2} d x e^{\int_{0}^{t} C\left\|X\left(w_{1}\right)(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} d \tau} \\
& -\int_{0}^{t} e^{\int_{s}^{t} C\left\|X\left(w_{1}\right)(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} d \tau} \int E\left(w_{1}\right)(x, s) \cdot\left[u_{1}-w_{1}\right](x, s) d x d s \\
& -\int_{0}^{t} e^{\int_{s}^{t} C\left\|X\left(w_{1}\right)(\tau)\right\|_{L^{\infty}\left(\mathbb{R}^{3}\right)} d \tau}\left\{\begin{array}{l}
0 \\
\int \rho_{1}\left(u_{2}-u_{1}\right) \cdot w_{1} d x
\end{array}\right.
\end{aligned}
$$

depending on $\delta$ and $\kappa$. If we choose

$$
\kappa(\varepsilon)(1-\delta(\varepsilon))=\frac{1}{\varepsilon}+O(\varepsilon)
$$

then in the limit we obtain an exchange term for the velocities. If

$$
\kappa(\varepsilon)(1-\delta(\varepsilon))=O(\varepsilon)
$$

there is no exchange term. Similar for species 2.

## Appendix A

## A. 1 Elementary equalities and inequalities

We start with an equality for computing a double cross product. It can be found in section 5.2 in Fischer [42].

Theorem A.1.1 (Grassmann's identity). Let $a, b, c$ be three vectors in $\mathbb{R}^{3}$. Then we have

$$
a \times(b \times c)=(a \cdot c) b-(a \cdot b) c .
$$

We continue with some inequality used in this thesis. The first inequality is Hölder's inequality. The proof can be found for example in theorem 4.4 in volume 2 of [33].

Theorem A.1.2 (Hölder's inequality). Assume $1 \leq p, q \leq \infty, \frac{1}{p}+\frac{1}{q}=1$ and let $U$ be an open subset of $\mathbb{R}^{n}$. Let $u_{\infty}: U \rightarrow \mathbb{R}^{+}$be a strictly positive probability density on $U$. Then if $u \in L^{p}\left(u_{\infty} d x\right), v \in L^{q}\left(u_{\infty} d x\right)$, we have

$$
\int_{U}|u v| u_{\infty} d x \leq\|u\|_{L^{p}\left(u_{\infty} d x\right)}\|v\|_{L^{q}\left(u_{\infty} d x\right)} .
$$

The next inequality is the inequality of Gronwall. The proof can be found for example in theorem 6.21 in Eck, Garcke, Knabner [38].

Theorem A.1.3 (Gronwall's inequality). Let $a>0, h, \Phi \in C^{0}([0, a], \mathbb{R})$. Let $h \geq$ $0, \beta \in \mathbb{R}$ and assume

$$
\Phi(t) \leq \beta+\int_{0}^{t} \Phi(s) h(s) d s
$$

for all $t \in[0, a]$. Then we have

$$
\Phi(t) \leq \beta e^{\int_{0}^{t} h(s) d s}
$$

for all $t \in[0, a]$.
The next inequality is an inequality which relates the norm of a probability density to an entropy.

Theorem A.1.4 (Ciszar-Kullback inequality). Let $\Omega \subset \mathbb{R}^{d}$ and $u_{\infty}: \Omega \rightarrow \mathbb{R}^{+}$be a strictly positive probability density on $\Omega$. Assume that $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is a smooth and strictly convex function with $\phi^{\prime \prime}(1) \geq c>0$ for all $0 \leq x \leq 1$. For the relative entropy functional

$$
H_{\phi}[u]:=\int_{\Omega} \phi\left(\frac{u}{u_{\infty}}\right) u_{\infty} d x
$$
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the following inequality holds

$$
\left\|u-u_{\infty}\right\|_{L^{1}(\Omega)} \leq C\left(H_{\phi}[u]-H_{\phi}\left[u_{\infty}\right]\right)^{\frac{1}{2}}
$$

for all probability densities $u \in \mathcal{P}(\Omega)$.
Proof. The proof is given in Matthes, [66]. For the convenience of the reader we want to repeat it here. Since $\phi$ is assumed to be smooth, we can write the Taylor expansion of $\phi$ as

$$
\phi(s)=\phi(1)+\phi^{\prime}(1)(s-1)+\frac{\phi^{\prime \prime}(\tau)}{2}(1-s)^{2},
$$

for $s>0$ and $\tau$ between $s$ and 1. Since $\phi$ is convex with $\phi^{\prime \prime}(x) \geq 2 c>0$ for all $x \in[0,1]$, we obtain

$$
\phi(s)-\phi(1) \geq \phi^{\prime}(1)(s-1)+c(1-s)^{2} \mathbf{1}_{\{s<1\}},
$$

for all $s>0$. Since $u_{\infty}(x) d x$ defines a probability measure on $\Omega$, we have

$$
\begin{align*}
H_{\phi}[u]-H_{\phi}\left[u_{\infty}\right] & =\int_{\Omega}\left(\phi\left(\frac{u}{u_{\infty}}\right)-\phi(1)\right) u_{\infty} d x \\
& \geq \phi^{\prime}(1) \int_{\Omega}\left(u-u_{\infty}\right) d x+c \int_{u<u_{\infty}}\left(\frac{u}{u_{\infty}}-1\right)^{2} u_{\infty} d x \tag{A.1}
\end{align*}
$$

The integral $\int_{\Omega}\left(u-u_{\infty}\right) d x$ vanishes because $u d x$ and $u_{\infty} d x$ are both probability measures meaning the integrals of both functions are 1. So (A.1) reduces to

$$
\begin{equation*}
H_{\phi}[u]-H_{\phi}\left[u_{\infty}\right] \geq c \int_{u<u_{\infty}}\left(\frac{u}{u_{\infty}}-1\right)^{2} u_{\infty} d x \tag{A.2}
\end{equation*}
$$

Another consequence for probability measures is that

$$
\begin{align*}
\left\|u-u_{\infty}\right\|_{L^{1}(\Omega)}=2 \int_{u<u_{\infty}} \mid u & \left.-u_{\infty}\left|d x=2 \int_{u<u_{\infty}} u_{\infty}\right| \frac{u}{u_{\infty}}-1 \right\rvert\, d x \\
& \leq 2\left(\int_{u<u_{\infty}}\left(\frac{u}{u_{\infty}}-1\right)^{2} u_{\infty} d x\right)^{\frac{1}{2}} \tag{A.3}
\end{align*}
$$

The last inequaltity uses the Hölder inequality for the functions $\sqrt{u_{\infty}}$ and $\sqrt{u_{\infty}} \left\lvert\, \frac{u}{u_{\infty}}-\right.$ 1|. A combination of (A.2) and (A.3) leads to the result.

The next inequality is the inequality of the arithmetic and geometric means. It can be found for example in example 11.30 in volume 1 of Denk, Racke[33].

Theorem A.1.5 (Inequality of arithmetic and geometric means). For any list of $n$ non-negative real numbers $x_{1}, x_{2}, \ldots, x_{n}$, we have

$$
\frac{x_{1}+x_{2}+\cdots+x_{n}}{n} \geq \sqrt[n]{x_{1} \cdot x_{2} \cdots x_{n}}
$$

and with equality if and only if $x_{1}=x_{2}=\cdots=x_{n}$.

## A. 2 Transforms

In this section we want to repeat the most important things on Fourier and Laplace transform. We start with the definition of the Fourier transform.

Definition A.2.1. For any $f \in L^{1}\left(\mathbb{R}^{n}\right)$, we call the function $\mathcal{F} f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ with

$$
\mathcal{F} f(\omega):=\frac{1}{\sqrt{2 \pi}^{n}} \int_{\mathbb{R}^{n}} f(x) e^{-i \omega \cdot x} d x, \quad \omega \in \mathbb{R}^{n}
$$

the Fourier transform of $f$.
This definition and the following property of the Fourier transform are given in definition 23.2 and remark 23.4 in volume 2 of Denk, Racke [33].

Theorem A.2.1 (Plancherel). We have

$$
\langle f, g\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}=\langle\mathcal{F} f, \mathcal{F} g\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

for all $f, g \in L^{2}\left(\mathbb{R}^{n}\right)$. Especially, we have

$$
\|\mathcal{F} f\|_{2}=\|f\|_{2}
$$

for all $f \in L^{2}\left(\mathbb{R}^{n}\right)$.
Now, we give an overview on the Laplace transform. This overview is also given in chapter 8 in Blatter [19]. We consider functions $f: \mathbb{R} \rightarrow \mathbb{C}$ with the properties
i) $f(t)=0$ if $t<0$.
ii) It exists $\alpha \in \mathbb{R}$ and $c>0$ such that

$$
|f(t)| \leq C e^{\alpha t} \quad \text { for } \quad t \in \mathbb{R}
$$

iii) $f$ is integrable.

We denote the space of functions $f$ with this properties by $E$ and introduce the variable $s=x+i y$.

Definition A.2.2. We define the Laplace transform $\mathcal{L} f$ for a function $f \in E$ in the right half-plane by

$$
\mathcal{L} f(s):=\int_{0}^{\infty} f(t) e^{-s t} d t \quad \text { for } \quad \operatorname{Re}(s)>\alpha_{f} .
$$

Lemma A.2.2. Let $f \in E$, then $\mathcal{L} f$ is well-defined in $P:=\left\{s \mid \operatorname{Re}(s)>\alpha_{f}\right\}$ and we have

$$
\lim _{\operatorname{Re}(s) \rightarrow \infty} \mathcal{L} f(s)=0
$$

## Appendix A

Proof. The proof is given in [19]. For the convenience of the reader, we want to repeat it here. Consider a point $s_{0}=x_{0}+i y_{0} \in P$. Since $x_{0}>\alpha_{f}$, there exist $\alpha<x_{0}$ and $C$ such that

$$
|f(t)| \leq C e^{\alpha t}
$$

Therefore

$$
\left|f(t) e^{-s_{0} t}\right|=|f(t)| e^{-x_{0} t} \leq C e^{\left(\alpha-x_{0}\right) t}
$$

Since $\alpha-x_{0}<0$, the function $f(t) e^{-s_{0} t}$ is exponentially decreasing and the existence of $\mathcal{L} f\left(s_{0}\right)$ is ensured and we have

$$
\left|\mathcal{L} f\left(s_{0}\right)\right| \leq \int_{0}^{\infty} C e^{\left(\alpha-x_{0}\right) t} d t=\frac{C}{x_{0}-\alpha}
$$

and therefore

$$
\lim _{\operatorname{Re}(s) \rightarrow \infty} \mathcal{L} f(s)=0
$$

The last transform we want to mention is the Legendre transform. We present the construction of the Legendre transform presented in chapter 14 C in Arnold [5] and some properties presented in section 3.1 in Saint-Raymond [78].

Definition A.2.3 (Legendre transform). Let $h(z)$ be a strictly convex twice differentiable function. Then the Legendre transform of $h$ is a new function $h^{*}$ of a new variable $p$ which is constructed in the following way. Let $p$ be a given number. Consider the straight line $y=p x$ in $x-y$-space. We take the point at which the curve belonging to the graph of $h$ has the largest distance from the straight line in the vertical direction. The vertical distance is given by

$$
H(p, z)=p z-h(z)
$$

For each $p$ the function $H$ has a maximum with respect to $z$ at $z(p)$ since $h$ is convex. The point $x(p)$ is defined by the extremal condition

$$
\frac{\partial H}{\partial z}(p, z)=0
$$

which is equivalent to $h^{\prime}(z)=p$. Since $h$ is convex, the point $z(p)$ is unique. Now define

$$
h^{*}(p)=H(p, z(p)) .
$$

We call this function $h^{*}$ Legendre transform.
Lemma A.2.3 (Young's inequality). Let $h^{*}(p)$ the Legendre transform of a convex twice differentiable function $h(z)$, then we have

$$
p z \leq h^{*}(p)+h(z)
$$

for all $p$ and $z$.

Proof. Since $h^{*}(p)$ is defined as the maximum of the function $H(p, z)=p z-h(z)$ in $z(p)$, we have

$$
p z-h(z) \leq h^{*}(p)
$$

for all $p$ and $z$.
Example A.2.1. Consider the function $h(z)=(1+z) \ln (1+z)-z$. Then the Legendre transform of $h^{*}$ is given by $h^{*}(p)=e^{p}-p-1$. Furthermore, $h$ and $h^{*}$ in this example satisfy

$$
\begin{array}{rll}
h^{*}(\lambda p) \leq \lambda^{2} h^{*}(p) & \text { for all } & p \geq 0, \lambda \in[0,1], \\
h(|z|) \leq h(z) & \text { for all } & z>-1, \\
p|z| \leq \lambda h^{*}(p)+\frac{1}{\lambda} h(z) & \text { for all } & p \geq 0, z \geq-1, \lambda \in(0,1] . \tag{A.6}
\end{array}
$$

Proof. This example is presented in [78]. Consider the function

$$
H(p, z)=p z-h(z)=p z-(z+1) \ln (1+z)+z
$$

Then the maximum is determined by

$$
\frac{\partial H}{\partial z}(p, z)=p-\ln (1+z)=0
$$

which is equivalent to $z=e^{p}-1$. Therefore $h^{*}$ is given by

$$
h^{*}(p)=H(p, z(p))=e^{p}-p-1
$$

Then (A.4) follows from the Taylor expansion of $h^{*}$ in the following way

$$
h^{*}(\lambda p)=e^{\lambda p}-\lambda p-1=\sum_{k=2}^{\infty} \frac{(\lambda p)^{k}}{k!} \leq \lambda^{2} \sum_{k=2}^{\infty} \frac{p^{k}}{k!}=\lambda^{2} h^{*}(p)
$$

for $\lambda \in(0,1]$. The inequality (A.5) follows from the Taylor expansion of $h$ for $z>-1$. The inequality (A.6) can be deduced using (A.4), (A.5) and Young's inequality

$$
\lambda h^{*}(p)+\frac{1}{\lambda} h(z) \geq \frac{1}{\lambda} h^{*}(\lambda p)+\frac{1}{\lambda} h(|z|) \geq \frac{1}{\lambda} \lambda p|z| .
$$

## A. 3 Functional spaces

In this section we present some definitions from the area of functional analysis. We define some functional spaces, also presented in the appendix $A$ of Bardos, Golse and Levermore [7], and the projection onto divergence-free functions, also presented in Majda, Bertozzi and Ogawa [65].

Definition A.3.1. Let $E$ be a normed linear space with norm $\|\cdot\|_{E}$ and dual space $E^{*}$. With $w-E$ we denote the space $E$ equipped with its weak topology which is the coarsest topology on $E$ for which each of the linear forms $u \mapsto\langle w ; u\rangle_{E^{*}, E}$ for $w \in E^{*}$ is continuous.

Definition A.3.2. Let $X$ be a locally compact topological space and $E$ a normed linear space. Then $C^{0}(X ; w-E)$ denotes the space of continuous functions from $X$ to $w-E$ which is the set of functions $u$ for which $x \mapsto\langle w ; u(x)\rangle_{E^{*}, E}$ is in $C^{0}(X)$ for each $w \in E^{*}$.
Definition A.3.3. Let $X$ be a locally compact topological space and $E$ a normed linear space. Then $L_{l o c}^{1}(X ; w-E)$ denotes the space of $L_{l o c}^{1}$ functions from $X$ to $w-E$ which is the set of functions $u$ for which $x \mapsto\langle w ; u(x)\rangle_{E^{*}, E}$ is in $L_{l o c}^{1}(X)$ for each $w \in E^{*}$.

Theorem A.3.1 (Leray projection). Every vector field $v$ in the Sobolev space $H^{m}\left(\mathbb{R}^{N} ; \mathbb{R}^{d}\right), m \in \mathbb{N}_{0}$ has the unique orthogonal projection

$$
v=w+\nabla \phi
$$

with $w, \nabla \phi \in H^{m}\left(\mathbb{R}^{N} ; \mathbb{R}^{d}\right)$. The operator $P$ which projects on the divergence-free functions $P v=w$ is called the Leray projection.

Proof. The proof is similar to the proof of the existence of the Hodge decomposition in $L^{2}\left(\mathbb{R}^{N}\right) \cap C^{\infty}\left(\mathbb{R}^{N}\right)$. One can deduce that $\phi$ has to satisfy a Poisson equation, construct the unique solution and compute $w$ as $w=v-\nabla \phi$, see Proposition 1.16 and lemma 3.6 in [65].

## A. 4 Compactness arguments in the weak and weak* topology

In this section, we present the theorem of Banach-Alaoglu, the notion of equiintegrability and the theorem of Dunford-Pettis. This is taken from Bell [10].
Theorem A.4.1 (Banach-Alaoglu). Let $E$ be a normed space and $E^{*}$ its dual space with the operator norm. Then the set $\bar{B}_{E^{*}}=\left\{T \in E^{*},\|T\| \leq 1\right\}$ is compact in the weak* topology. Furthermore, if $E$ is a separable Banach space, then any bounded sequence in $E^{*}$ has a weak* converging subsequence.
Definition A.4.1 (Equi-integrability). Let $(X, \Sigma, \mu)$ be a probability space and let $\mathcal{F}$ be a subset of $L^{1}(\mu)$. We say that $\mathcal{F}$ is equi-integrable if for every $\varepsilon>0$ there is some $\delta>0$ such that for any $A \in \Sigma$ with $\mu(A) \leq \delta$ and for all $f \in \mathcal{F}$

$$
\int_{A}|f| \mathrm{d} \mu \leq \varepsilon .
$$

Theorem A.4.2 (Dunford-Pettis). Suppose that $(X, \Sigma, \mu)$ is a probability space and that $\mathcal{F}$ is a bounded subset of $L^{1}(\mu)$. Then $\mathcal{F}$ is equi-integrable if and only if $\mathcal{F}$ is a relatively compact subset of $L^{1}(\mu)$ in the weak topology.
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This book deals with the kinetic modelling of gas mixtures. It extends the existing literature in mathematics for one species of gas to the case of gas mixtures. This is more realistic in applications. The presented model for gas mixtures is proven to be consistent meaning it satisfies the conservation laws, it admits an entropy and an equilibrium state. Furthermore, we can guarantee the existence, uniqueness and positivity of solutions. Moreover, the model is used for different applications, for example in plasma physics, for fluids with a small deviation from equilibrium and in the case of polyatomic gases.
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